
SCHEME OF EXAMINATION

DETAILED SYLLABUS
(2dYear)

for

BACHELOR OF TECHNOLOGY
for

ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING

under the aegis of University School of Automation and Robotics offered
at Affiliated Institutions of the University

from A.S. 2021-22 onwards

University School of Automation and Robotics

GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS, SURAJMAL VIHAR-IIOO9Z

A4-

&



GURU GOBIND SINGH INDRAPRASTHA
EAST DELHI CAMPUS,

SURAJMAL VIHAR.11OO92

UNIVERSITY,

l. Engineering Knowledge (PO01): Apply the knowledge of mathematios, science, engineering
fundamentals, and an engineering speciahzation to the solution of complex engineering
problems.

2. Problem Analysis (PO02): Identify, formulate, review research literature, and analyse complex
engineering problems reaching substantiated conclusions using first principles of mathematics,
nafural sciences and engineering sciences.

3. Design/Development of Solutions (PO03): Design solutions for complex engineering problems
and design system components or processes that meet the specified needs with appropriate
considerationfor the public health and safety, and the cultural, societal, and environmental
considerations.

4. Conduct Investigations of Complex Problems (PO0a): Use research-based knowledge and
research methods including design of experiments, analysis and interpretation of data, and
synthesis of theinformation to provide valid conclusions tbr complex problems:
a) that cannot be solved by straightforward application of knowledge, theories and techniques

applicable to the engineering discipline as against problems given at the end of chapters in a
typical textbook that can be solved using simple engineering theories and techniques;

b) that may not have a unique solution. For example, a design problem can be solved in many
waysand lead to multiple possible solutions.

c) that require consideration of appropriate constraints / requirements not explicitly given in the
problem statement such as cost, power requirement, durability, product life, etc.;

d) which need to be defined (modeled) within appropriate mathematical framework; and
e) that often require use of modern computational concepts and tools, for example, in the design

of an antenna or a DSP filter
5. Modern Tool Usage (PO05): Create, select, and apply appropriate techniques, resources, and

modemengineering and IT tools including prediction and modelling to complex engineering
activities withan understanding of the limitations.

6. The Engineer and Society (PO06): Apply reasoning informed by the contextual knowledge to
assesssocietal, health, safety, legal and cultural issues and the consequent responsibilities relevant
to the professional engineering practice.

7. Environment and Sustainability (PO07): Understand the impact of the professional
engineering solutions in societal and environmental contexts, and demonstrate the knowledge of,
and need for sustainable development.

8. Ethics (PO08): Apply ethical principles and commit to professional ethics and responsibilities
and norms of the engineering practice.

9. Individual and Team Work (PO09): Function effectively as an individual, and as a member or
leaderin diverse teams, and in multidisciplinary settings.

l0.Communication (PO10): Communicate effectively on complex engineering activities with the
engineering community and with society at large, such as, being able to comprehend and write
effective reports and design documentation, make effective presentations, and give and receive
clear instructions.

ll.Project Management and Finance (POl1): Demonstrate knowledge and understanding of the
engineering and management principles and apply these to one's own work, as a member and
leader in a team, to manage projects and in multidisciplinary environments.

12.Lit'eJong Learning (PO12): Recognize the need for, and have the
engagein independent and lifelong learning in the broadest context of

and ability to
change.
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Programme Specific Outcomes (PSO)

l. PSOI: Cotnprehend the role of artiflcral intelligence ancl machine learning techniques and
algorithms in various clomains like predictive mining, computer vision, recommendation
systerns, trend analysis, etc.

PSO2: Gain tlie ability to inclcpcnclently invcstigatc roscaroh problcms in artifrcial intelligcnoc
ancl maohine leaming and find out optimal solutions.

PSO3: Rccognize thc latcst industriaI pattcrns in nrachinc lcarning and acquirc thc dcsirecl sl<ills
for the samc.

PSO4: To develop a mindset tbr entrepreneurslrip and experiential learning in the tield
of altificial intelligence and machine learning

)

3.

4.

Approved by AC sub-committee : 29 108122Approved by BoS of USAR : 1108122,
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**Selected readings
In Selected readings, the students will be required to select a book (non{echnical book that is not related to engineering & technology) that
they want to read in tlte sentester and explore their content crrtically thereby get inspired to ttse the assirnilated knowledge tiom the books to
shape their personalities and to enhance their lif'e slcills.

Froi. A;aY -s. Sinuiicli-'
Professor ln+harge, IJSAR

Guru Gobind Singh lndraprastha University
(East DoltriCamPus)

Sumlnal Vlhon Dllhi"J 1 0092

Approved by AC sub-committee : 29 I 08122Approved by BoS of USAR i l/08122,

Third Semester
Group Paper Code Paper L T/P Credits
Iheorv Papers
PC A,IML2O1 )ata Structures aJ 3

]C A.IML2O3 Foundations of Data Science J J

]C \IML2O5 Disital Losic Design 3 3

PC A.IML2O7 Principles of Artificial Intelligence J J

ES/BS AIML209 Probability, Statistics and Linear Algebra 4 4

FIS/MS AIML2I I Universal Human Values- II 3 3

I{S/MS \IML213 Critical Reasoning and Systems Thinking 2 2
t{S/MS
3{UES)

\IML2I5 ielected readings I I

PracticalA/iva-Voce
)c q.IML251 )ata Structures Lab 2 1

]C A.IML253 ioundations of Data Science Lab 2 I
)c A.IML255 Dieital Loeic Desisn Lab 2 1

]C \tMLz57 Principles of Artificial Intelligence Lab 2 I
PC A.IML259 Web Prosrarrmins Lab 2 I

Iotal 22 10 27

Applicable from Batch Admitted in Academic Session 2021-22 Onwards Page l4



GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.I1()092

**Practicutn (PM)-This is a settrester Integratecl Pro.iect work included in IV semester. The practical course constitntes an integrated
Projeot work based on the ooncurrently shrdied theory in that serncster or in previoLrs semesteis.

F'rcf. i\ja)' S. Singnoli
Profossor ln-charge, USAR

Guru Gobind Singh lndraprastha Universiiy
{East Delhi Campus)

Suninal Vihar, Delhi-l 1 0092

Approved by BoS of USAR : 1l0B/22, Approved by AC sub_committee : Z9l0gl22
Applicable from Batch Admitted in Academic Session zozl-22 onwards page | 5

Fourth Semester
Group Paper Code Paper L T/P Credits
lheory Papers
)c \tML202 Cbj ect Oriented Programming J J
)c \IML204 Database Management Systems 3 3

PC {IML206 Software Engineering J J

PC \IML2O8 Jomputer Networks and Internet Protocol J J

PC AIML2lO Sundamentals of Machine Learning J 3

ES/BS \tMLzt2 Jomputational Methods J J
FIS/MS/?C,NUES) AIML214 lffective Technical Writing 1 1

fs/MS ouES) {IML216 3merging Trends in Technological Industries I I
PracticalAy'iva-Voce

PC \IML252 )bject Oriented Programming Lab 2 I
PC LLMLZ54 Database Management Systems Lab 2 I
PC AIML256 3omputer Networks and Internet Protocol Lab 2 I
PC AIML258 Iundamentals of Machine Learning Lab 2 1

PC AIML260 )racticum (Integrated Proj ect) 2 I

fotal 20 l0 25
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DETAILED
SYLLABIJS

FOR
3'dStrMESTtrR

Prof. Ajay S. Singholi
Professor lncharge, USAR

Guru Gobind Singrh lndraprastha University
(East Delhi Campus)

Suraimal Vihar, Delhi.l'l 0092

Approved by BoS of USAR : 1108122, Approved by AC sub_commin ee :2910g/22
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1.

2.

This subject gives an overview of data structure concepts including
lists, trees, and graphs. Discussions shall be held of various implement

Approved by BoS of USAR :1108122, Approved by
Applicable from Batch Admitted in Academic Session zozl-z;bnwards
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emester: 3td
Paper code: AIML2Of L TtP Credits
Subject: Data Structures 3 0 3

Marking Scheme

Teachers Continuous Evaluation: 25 Marks

INSTRUCTIONS TO PAPER SETTERS: 
- 

Maxim,m Mqrr{s: 7{
1. There should be 9 questions in the
2. Question No. I should be compulsory and cover the entire syllabus. This question should have

objective or short answer type questions. It should be of 15 marks.3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus.
Everyunit should have two questions. However, students may be asked to attempi only 1 question
from each unit. Each question should be l5 marks.4. The questions are to be framed keeping in view the learning outcomes of course lpaper. The
standard/ level ofthe questions to be asked should be at the level ofthe prescribed textbooks.

es may be specified if required.
LOUTSe UDJecttves:

rtand the basic concepts of data structures1. To underr
.,

To perform basic operations on linked list, stacks and queres.
3. en set of data items.
4. To understand the concepts of trees, hashing, and graph theory.

Course Outcomes:

cor Understand and identily the concepts of fundamentals of data structures and ef1rcient access

co2 Apply sultable data structure fbr solving a given problem and differentiate the usage of data
structures and their applications.

co3 Analyse the choice of data stluctures and their usage for sorting and searching numbers in
data structures.

co4 Create the solution for a particular problem and gain ability to provide solutions/approaches
with file handling and tree structures.

Uourse Uutcomes (co) to Programrne Outcomes (PO) Mapping (Scale l: Low.2: Medium.3: Hioh)
CO/P
o

PO
01

PO
02

PO
)3

PO
04

PO
05

PO
06

PO
07

PO
08

PO
09

PO
10

PO
11

PO
12

PS
o1

PS
o2

PSO
3

PSO
4co1 2 2 2 2 1 1 1 1 1 1 1 2 1 I 1 I

co2 2 z 2 z 1 I 1 I 1 I I 2 I
c03 2 2 2 2 I 1 z 1

co4 2 2 2 2 1 I 1 2 1

Course Overview:

aftay linked

Frof. Fgay S. Singholi
Prcfessor ln<harge, USAR

data structures



Approved by BoS of USAR :1108122,
Applicable from Batch Admitted in Academic

in real life. This subject also examines algorithms for sorting and searching. The concepts of trees
and graph-based algorithms shall be introduced.

UNIT I: l10l
Introduction- Introduction to Algorithmic Complexity, Introduction to various data structures,
Arrays and Strings operations, Stacks and Queues, Operations on Stacks and Queues, Array
representation of Stacks, Applications of Stacks- Recursion, Polish expression and their compilation
conversion of infix expression to prefix and postfix expression, Operations of Queues,
Representations of Queues Applications of Queues, Priority queues, Overview of the list, set, tuples,
and dictionary data structures.

UNIT II: u0l
Searching and Sorting- Linear Search, Binary search, Insertion Sort, Quick sort, Radix sort, Merge
sort, Heap sort. Linked Lists- Singly linked lists, Representation of linked list, Operations of the
Linked list such as Traversing, Insertion, and Deletion, Searching, and applications of Linked List.
Concepts of Circular linked list and doubly linked list and their applications. Stacks and Queues as
a linked list.

UNIT III: l10l

GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.I1OO92

Prof. Ajay S. Singholi
Professor I ncharge, USAR

Guru GobiM Singh lndraprastha Univenty

Trees- Basic Terminology, Binary Trees and their representation, binary search trees, various
operations on Binary search trees like traversing, searching, Inserlion and Deletion, Applications of
Binary search Trees, Complete Binary trees, Extended binary trees. General trees, AVL trees,
Threaded trees, B- trees, 2-3 trees,2-3-4 trees, B* and B+ trees.

UNIT IV: I10l
File Structure- File Organizatron, Indexing & Hashing, Hash Functions, Application Dictionary-
Telephone Directory. Graphs- Terminology and Representations, Graphs & Multi-graphs, Directed
Graphs, Representation of graphs and their Transversal, Euler and Hamiltonian paths, Spanning
trees, shoftest path and Transitive Closure, Activity Networks, Topological Sort, and Critical Paths.

Text Books:
1. Tannenbaum. Data Structures, PHI,2007 (Fifth Impression).
2. An introduction to data structures and application by .Iean-Paul Tremblay & Pal G. Sorenson

(McGraw Hill).

Refercnce Books:
1. Data Structures with C - By Schaum Series.
2. R.L. Kruse, B.P. Leary, C.L. Tondo. Data structure and program design in C, PHI, 2009 (Fourth

Impression).
3. Gilberg, R. F., & Forouzan, B.A., Data structures: A pseudocode approach with C++. Brooks/Cole

Publishing,200l.

Session 20Zl -22 Onwards Page | 12
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Semester: 3'd
Paper code: AIML251 L T/P Credits
Subject: Data Structures Lab 0 .,

1

l. Teachers Continuous E
2. End term Examination: 60 Marks

INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:60
1.
2.

This is the practical component of the corresponding theory paper.
The practical list shall be notif'red by the teacher in the flrst week of the class
corlmencement under the intimation to the office of the HOD/ Institution in which they
appear is being offered from the list of practicals below.
Instructors can add any other additional experiments over and above the mentioned in the
expeliment list which they think is irnportant.

aJ.

4. At least 8 experirnents must be performed by the students.
Course Objectives:

1. To teach students how to analyse different types of data structures.
2. To design applications based on different types of data structures.

Course Outcomes:

col Design programs using a variety of data structures such as stacks, queues, hash tables,
binary trees, search trees, heaps, graphs, B-trees, list, set, tuples, dictionary.

c02 Implement and analyse abstract data types such as lists, graphs, search trees to solve real
world problems effi ciently.

Course Outcomes (CO) to Programme Outcomes (PO) Mapping (Scale 1: Low,2:Medium,3: High)

cot
PO

PO
0l

PO
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PO
D3
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05
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08
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09
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PO
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PO
t2

PS
o1
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o2

PS
o3

PS
o4col 2 2 z 2 1 I 1

co2 2 2 2 2 1 1 1 I I I 1 2 1 1 1 1

Approved by BoS of USAR : l/08122, Approved by
Applicable from Batch Admitted in Academic Session zo2l-zrbnwards

Prof. Alay S. Singholi
Prolessor lncharge, USAR

Guru Gobind Singh lndraprastha Univenity
(East DelhiCamPus)

Surimal Vihar, Delhi'l'l 0092
AC sub-committee : 29108122
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LIST OF EXPERIMENTS:
1. Perform Linear Search and Binary Search on an array.2' Create a stack and perform Pop, Push, and Traverse operations on the stack using a Linear

Linked list.
3 ' Create a Linear Queue using Linked List and implement different operations such as insert.

delete, and display the queue elements.
4. Implement sparse matrices using arrays.5. Implement the following sorting techniques:

a. Insertion sort
b. Merge sort
c. Bubble sort
d. Selection sort

6' Create a linked list with nodes having inforrnation about a student. Insert a new node at thespecified position.
7 ' Create a doubly linked list with nodes having information about an employee and performInserlion at front of doubly linked list and p..io.- deletion at end of that doubly linkea list.8' Create a circular linked list having informition about a college and perform Insertion at theliont end and perfbrm deletion at the end.
9 ' Create a Binary Tree and perform Tree Traversals (Preorder, Postorder, lnorder) using theconcept ofrecursion.
10' Implement insertion, deletion, and display (Inorder, Preorder, postorder) on binary search treewith the information in the tree about the c etails of an automobile (type, company, year ofmake).

Prof. Alay S. Singhoti
Professor lncharge, USAR

Guru Gobind Singh tndraprastha University
{East Deltri Canrpus)

Sunalmal Vihar, Dethi.l 1 0092

Approved by BoS of USAR : 1108122, Approved by AC sub-committ ee :2910g/22Applicable from Batch Admitted in Academic session 2ozr-z;bnwards page | 14



Teachers Continuous Evaluation: X tvtart,
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End term Theory Examination: 75 Marks

Semester: 3rd
raper cooe: AIYILZUJ
Subject: Foundations of Data Science

L TIP Credits
3 0 3

Marking Scheme

INSTRUCTIONS TO PAPER SETTERS Maximum Marks:75
7. Thele should b" 9 O,2. Question No, I should be compulsory r r r --. 

question shouldhave ob.lective or short answer type qu3. Apart from Question No. 1, the rest units as per the
asked to attempt

iew the learning outcornes of coulse/paper.. The
ked should be at the level of the prescribedtextbooks.

5' The lequifement of (scientific) calculators/ log-tables/ data-tables may be specified ifrequired.
fi^.'-.^ AL:^^r

2.
3. To create meanin m data.Course Outcomes:

col Understand and identify the basiC

A-^l-, 0- -----r

concepts of data science for performing data analysis.
co2 ^PPry oc Pclrurm pre-processlng steps along with data visualization to get insights fromdata.

co3 Alraryse ano apply dtllerent modules of data science to evaluate -utn.,outi.ut, ,oO
T-\^.,^l^* +L^ *^l^r r- 1 ,co4 uwYvrvP L,e ruuusr ror qara analysls ancl evaluate the model's performance to optimizebusiness decisions and create comoetitiv e aclvantaoe rxzifh Aqtq qaol,,tinn

rcomes (LU) ro rrogramme Outcomes (pO) Mapping (Scale 1: Lo

PO 01 02
r(,
)3

r(,
04

rU
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rU
06

PU
07

PO
08

PO
09

PO
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PO
t2

PS
o1

PS
02

PS
o3

PS
o4col a

-) 1 z 2 1 1 1c02 2 aJ a
-) J 1 i 1 1 1 1 2 2 2 1 Ico3 2 J J 1 2 ln l. 2 1 1co4 aJ aJ , J 1 1 1 1 1 1 2 !u

z 2

\-/
Prof. Aiay S.Prof. Ajay S. Singholi

Professor lncharge, USAR
Guru Gobind Singrh lndraprastha University

(East Dethi Campus)
Surafnal Mhar, Delhi"l 1 0092

Approved by BoS of USAR :1108122, Approved by AC sub_committ ee:29/0g122Applicable from Batcrr Adrnitted in Acadernic Session 2021-2;bnwa.d, page | 15
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Course Overview:
Foundations of Data Science is a blend of statistical mathematics, data analysis tools and
visualization, domain knowledge t'epresentation, tools and algorithms a1d computer science
applications. The hidden insights or patterns are identified and analysed to form a decision.

UNIT I: tSlIntroduction to data science, applications of data science, data scientist roles and responsibilities,
skills needed to become a data scientist. Need of Python for data analysis, Introduction to Data
Understanding and Pre-processing, domain knowledge, Understanding siructured and unstructured
data. Creation of synthetic dataset in MS Excel.

UNIT II: lrll
Basics of Python programming: Variables, printing values, if condition, arithmetic operations, ioopr.
Data Analysis process, Dataset generation, Importing Dataset: Importing and Exporting Data, gasic
Insights from Datasets, Cleaning and Preparing the Data: Identify and Handle Missing Values.

UNIT III: |^llBasics of essential Python libraries: Introduction to NumPy, Pandas, Matplotlib, Scipy.- Oata
Processing,Data Visualization, Basic Visualization Tools, Specialized Visualization Tools, Seaborn
Creating and Plotting Maps.

UNIT IV: I8IMathematical and scientific applications for data Analysis, Basics of Supervised and Unsupervised
Learning' Decision Making. Trend & predictive mining using Python, Recommender systems,

Text Books:
l. Wes Mckinney. Python fbr Data Analysis, First edition, Publisher O'Reilly Media.
2' Foundational Python for Data Science, 1st edition, Kennedy Behrman, pearson publication.
3. Data analytics using Python, Bharti Motwani, wiley publication.

Reference Books:
1. Allen Downey, Jeffrey Elkner, Chris Meyers, Learning with Python, Dreamtech press.
2. Reema Thareja. Python Programming using Problem Solving ipproach, Oxfbrd University press,

Approved by BoS of USAR : 1108122, Approved by AC sub_committ ee :29/0g122Applicable frorn Batch Admitted in Academic Session zo2l-2; bnwards page | 16
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Semester: 3rd
Paper code: AIML253 L TIP Credits
Subject: Foundations of Data Science Lab 0 2 1

I

1. f"u.
2. End term Examination: 60 Marks

LIST OF EXPERIMENTS:
l' Introduction and installation of Python and Python IDEs for data science (Spyder-Anaconda,

Jupyter Notebook etc.)

2' Design a Python program to generate and print a list except for the first 5 elements, where the
values are squares of numbers between I and 30.

3. Design a Python program to understand the working of loops.
4, Design a Python function to find the Max of three numbers.

5. Design a Python program for creating a random story generator
6. create a synthetic dataset (.csv/.xlsx) to work upon and design a

print that data.

7. Design a Python program using Numpy library functio ,,, e'ity

to read and

INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:60
1.Thisisthepracticalcomponentofthe.o...'p
2. The practical list shall be notified by the teacher in tho fir.st week of the class

commencement under the intirnation to the office of the HOD/ Institution in which the
appear is being ofl-ered from the list of practicals below.3. Instructot's can add any other additional expeliments over and above the mentioned in the
experiment list which they think is important.

4. Atleast 8 experiments must be perfbrmed by the students.

) eaningful Autu ir.ieht*
Course Outcon
col Apply dr

co2 Analyse and create programs based on statistical analysis using different libraries of
_lython programming language.

cot
PO

PO
0t

PO
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PO
D3

PO
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PO
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PO
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PO
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PO
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PO
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PO
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o4co1 aJ aJ ) J -) 1 1 2 1 1 1 2 2 2 2 2

c02 aJ 3 3 J 1 1 2 1 1 1 2 2 2 2 2
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8. Perform Statistics and Data Visualization in python.

9. Design a Python program to implement Linear Regression

10. Design a Python program to create a recommender system

Faculties should also motivate students to make a project on the topics taught in theory and lab.

Prof. Alay S. Singholi
Professor lncharge, USAR

Guru Gobind Singh lMraprastha University
(East DettriCampus)

Surirnat Vihar, Dethi.t10092

Approved by BoS of USAR : ll0\l22, Approved by AC sub_committ ee:2910g122Applicable from Barch Admitted in Academic session 2ozl-z;bnwards page | 1g
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Semester: 3td
Paper code: AIML205 L T/P Credits
Subject: Digital Logic Design 3 0 3

2. End term Theory Examination: 75 Marks

INSTRUCTIONS TO PAPER SETTERS: Mavimrrrrr Mqrks. 7{
examination question paper

cover the entire syllabus. This question should
ons. It should be of 15 marks.
he papel shall consist of four units as per the
ions. However, students may be asked to attempt
tion should be 15 marks.
iew the learning outcomes of coulse/paper. The

sked should be at the level of the prescribed

_ ..0u,."0. rc, ,or-rubles/ data-tables rnay be specified if
Course Ob

I I o teach vanous number syste codes and heir annlicaf
2. To familiarize the students ith the i.po.tur.e

codes.

To facilitate students in designing a logic circuit.
ie Outcomes:

cor Understand number
systems

systems and complements for basic functionality of digitalthe

co2 ldenlifu the importance of canonical forms in the minimization or other optimization of
Boolean formulas in seneral and disital circuits.

c03 of minimizing algorithms (Boolean algebra, Karnaugh mapApply and evaluate circuits
or tabulation method).

co4
co5

Analyse the design procedures of combinatiorral and sequential circuits.Designanoi@ectsinvolvingcombinationalandsequentialloeics
course outcomes (co) to programme outcomes (po) Mapping (Scale r:
cot
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a4col 2 2 2 1 1 1f I

c02 2 2 z 1 1 1l uc03 2 2 2 2 1 1 1\-. (r
co4 2 2 z 2 1 I Prc 1Aal S. Si Tholico5 2 2 2 1 1 1 1 1 1 1l- t,: ,l^,,.

(East Dethi Campus)
Sunaynal Vihar, Delhi. j,l 00g2
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Course Overview:
The course addresses the concepts ofdigital syste
systems. The course teaches the fundamentals
development techniques. This course forms the ba
Organization and Architecture, Microprocessor t

UNIT I: 
I10lDigital systetns, binary numbers, number base conversions, octal and hexadecimal numbers,complements, signed binary numbers, binary codes, error detection and error correction codes.Boolean Algebra and Logic Gates: Basic definitions, axiomatic definition of Boolean algebra, basictheorems and properties_of Boolean algebra, Boolean functions, canonical and standard fbrms, otherlogic operations, digital logic gates.

UNIT II: , ,. 18]GATE level minimization, Logic gates and Logic families, The K-map method, four-variabt. -up,five-variable map, product of sums simpliffuation, don't-care conditions, NAND and NORimplementation, determination and selection of Prime implicuntr, Er;il;i;; Nonessentialprime Implicants.

UNIT III: 
ttOlign procedure, Binary Adder, Binary Subtractor, Binary Multiprier,

, Encoders, Multiplexers, and Demultiplexers.
PROM.

UNIT IV: 
.- r -: IrzrSequential logic and circuits, latches, flip-flops, analysis of clocked sequential circuits, Statereduction and assignment, design procedure. ru crsrEns AND corxipns: Registers, shiftregisters, ripple counters, synchronous counters, counters with unused states, ring counter, Johnsoncounter' Randorn access memory, memory decoding, error detection and comection, read onlymemory, programmable logic affay, programmable array logic, sequential programmable devices.A/D and D/A converters.

Text Books:
1' M' Morris Mano, Michael D. ciletti (2008), Digital Design,4th edition, pearson Education Inc,India. --'v'v'r' ' v!

2' Donald D' Givone (2002), Digital Principles and Design ,TataMcGraw Hill, India.

Reference Books:
1 C v S' Rao (2009), Switching and Logic Design, 3rd Edition, pearson Education, India.2. Roth (2004), Fundamentals of Logic Design, stl paltion, Thomson, India.

i usst,, ;;td[:o,jltlh
Guru Gobind Singh lndraprastha Univenity

{East DettriCampus)
Suraimal Vihar, Dethi.i 10092
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GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.I1OO92

I lvtarktng scneme
l. Teachers Continuous Evaluation: 40 Marks
2. End term Examination: 60 Marks

Semester: 3'd
f4per code: AIML255 L TIP Credits
Subject: Digital Logic Design Lab 0 2 I

INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:60
This is the practical component of the corresponding theor-y paper.
The practical list shall be notified by the teacher in tho first week of the class
commencement under the intimation fo the office of the HOD/ Institution in which the
appear is being offeled frorn the list of practicals below.
Instructors can add any other additional experiments over and above the mentioned in the
expeliment list which they think is important.

the students.

1.

2

Course Obiectives:
l. To familiarize with the understanding of various aspects of designing real life applications

through dieital loeic.
2.1

Cours
D_..ign urrd urralyris of th" digital .ir"ritr urrd,yrt.mr.

re Outcomes:
co1 Design an experiment to validate through hypothesis, a Boolean logic gates, truth table

and circuit simulation.
c02 create circuits to solve real life problems via digital logic design.

Course Outcomes (CO) to Programme Outcomes (PO) Mapping (Scale l: Low, 2: Medium, 3: High)
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irr:,f. ry;ii 3. Singholi
Professor in.charge, USAR

Guru Gobind Singh lndraprastha University
(East Delhi Campus)

Suragnal Vihar, Delhi-l I@92
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GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.I1OO92

LIST OF EXPERIMENTS:

a) Introduction to Digital Logic Trainer kits and their function.
b) Verily the truth table of Basic logic gates using their ICs.
c) Realize logic functions of NOT, AND, OR, EX-OR, EX-NOR with the help of universal
gates-NAND and NOR Gates.
a) verify De-Morgan's theorem for two variables using basic gates.
b) Realize Sum of Product (SOP) and Product of sum (POS) expressions using universal gates.
Realize Binary to Gray & Gray to Binary code converter and their truth table.
Design and test the Adder circuit.

a) HalfAdder
b) Full Adder
c) Parallel Adder using 7483

Design and test the Subtractor circuit.
a) Half Subtractor
b) Full subtractor

Design and test the Multiplexer circuit.
a) 8:1 Multiplexer using IC 74151
b) 1:8 Demultiplexer circuit using IC 74138

Veriff and test the Counter circuit.
a) BCD Counter using ICs 7493
b) Ring counter using 7495
c) Johnson Ring Counter using 7495

Design and implement Comparator circuit.
a) 1 bit comparator
b) 4 bit magnitude Comparator using 7485

Design and implement Encoder circuit.
a) Decimal to BCD Encoder using IC 74147
b) Octal to Binary Encoder using IC 74148

10. verity 2:4 Decoder using seven segment decoder and using rcs 7447.
11. Investigate the operation of various Flip-Flops using IC 7400,7410.a) SR & Clocked Flip flop

b) D tlip flop
c) T flip flop
d) JK flip flop

12. Realize Shift Register using ICs 7495.
a) SISO (Serial in Serial out)
b) SIPO (Serial in Parallel out)
c) PIPO (Parallel in Parallel out)
d) PISO (Parallel in Serial out)

Guru Gobirrd Singh lndraprastha Univensity
(East Deltri Campus)

Surdmal Mhar, Delhi.110092

Approved by BoS of USAR : ll08/22, Approved by AC sub-committee :29/08122
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GURU GOBIND SINGH INDRAPRASTIIA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR-I10092

Semester: 3'd
Paper code: AIML207 L TIP Credits
Subiect: Principles of Artificial Intellisence 3 0 3

Markins Scheme
l. Teachers Continuous Evaluation: 25 Marks
2. End term Theory Examination: 75 Marks

INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:75
1. There should be 9 questions in the end term examination question paper
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should

have objective or shoft answer type questions. It should be of 15 marks.3' Apart from Question No. 1, the rest of the paper shall consist of four units as per the
syllabus. Everyunit should have two questions. However, students may be asked to atternpt
only 1 question fi'om each unit. Each question should be 15 marks.

4. The questions are to be framed keeping in view the learning outcomes of the course/paper.
Thestandatd/ level of the qr"restions to be asked should be at the level of the prescribed
textbooks.

5. Instructors car-r add any other additional experiments over and above the mentioned in the
experiment list which they think is important.

6. The requirement of (scientific) calculatols/ log-tables/ data-tables may be specified if
requiled.

Course Ob.iectives:
1. To understand the basic concepts of Artificial Intelligence, its principles, and techniques.) knowledge representation, reason under

computational problems, and learn from
To analyse the applicability of the basic
uncertainty, develop a plan for concrete
experiences to solve various problems

3. To Investigate applications ofAI techniques in intelligent agents, expert systems, artificial
neural networks and other machine learnj4g rnodels.

4. To devise development tools such as prediction models, expert systems, and data mining
tools.

Course Outcomes:
co1 Understand theories and concepts necessary for building an Artificial Intelligent System

for knowledge representation.
c02 Apply heuristic algorithms to develop better searching algorithms fbr solving real-world

problems.

c03 Analyse and understand concepts of Neural Networks and Fuzzy data to deal with
uncertainty and imprecision, subsequently apply suitable soft-computing technique to do
approximate reasoning and build computational models capable of learning meaningful
patterns from data. ^a..

co4 Create logic programming to build systems capable of maki
problems by applying critical thinking, problem-solving an

Prof. Alay S. Singhcli
Professor ln-charge, USAR

Guru Gobind Singh lndraprastha Univeoity
(fast Delhi CamPus)

Suraimal Vihar, Dclhi-l 10092

Approved by BoS of USAR : U08/22, Approved by AC sub_committ ee : 2910g122
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GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR-110092

Course Overview:
Principles of artificial Intelligence is the simulation of intelligence process by computer systems.
It gives understanding of the main abstractions and reasoning techniques used in artificial
intelligence including understand of AI, reasoning by machines, planning techniques, and basic
machine learning methods.

UNIT I: [10]
Introduction to AI, History of Artificial Intelligence, Applications of AI in the real world (Gaming,
Computer Vision, Expert Systems, Natural Language Processing, Robotics & others). AI
techniques, Problem Solving: Production Systems, State Space Search, Depth First Search,
Breadth First Search, Heuristic Search, Hill Climbing, Best First Search, best-first search, A*,
Problem Reduction, AO*, Constraint Satisfaction, Means-End Analysis.

UNIT II: t8I
Knowledge representation, Knowledge representation using Predicate logic, Propositional logic,
Inferences, First-Order Logic, Inferences, Unification, Resolution, Natural Deduction, Procedural
versus declarative knowledge, logic programming, forward versus backward reasoning.

UNIT III: u0I
Reasoning, Introduction to Uncertainty, Bayesian Theory, Bayesian Network, Dempster-Shafer
Theory. Overview of Planning and its Components. Overview of Learning and basic Techniques.
Introduction of Ftzzy Reasoning and Neural Networks.

UNIT IV: ltzl
Game Playing and Current Trends in AI, MinMax search procedure, Alpha-Beta Cutoffs, Game
Developrnent using AI, Applications of AI, Emerging Trends in AI Research in various domains.

Text Books:
1. Rich and Knight. Artificial Intelligence, Tata McGraw H1ll, 1992.
2. S. Russel and P. Norvig. Artifrcial Intelligence - A Modern Approach, Second Edition, Pearson
Edu.
Reference Books:
1. Kheemani, Deepak, A First Course in Artificial Intelligence, McGraw Hill Education, I Edition,

20t7.
Artificial Intelligence: foundations of computational agents, Cambridge University Press, 2017.

agents. Carnbridge University Press, 2010.
4. Luger, G.F. Artificial Intelligence -Structures and Strategies for Compl

edition, Pearson, 2008.
ing, 6th

2.
aJ.

Approved by BoS of USAR :7108122,
Applicable from Batch Admitted in Academic Session

Course Outcomes (CO) to Programme Outcomes (PO) Mapping (Scale 1: Low, 2: Medium, 3: High)
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1. Teachers Continuous Evaluation: 40
2, End term Examination: 60 Marks

Marks

List of Experiments
1. Write a program to implernent syntax, basic list manipulation functions and numeric

functions in Prolog.

Write a program to implement input, output and predicates in Prolog.

Write a program to implernent local variables and conditional statements using

Write a program to calculate factorial of a given number using Prolog.

Write a program to solve 4-Queen problem using Prolog. _Prof.{ay S. Singholi
l,rotessor lncharge, USAR

Write a program to solve any real-life problem using depth nr$$t SilOj lnrir-anraitfra Univentty

GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DDLHI CAMPUS,

SURAJMAL VIHAR.11OO92

Semester: 3rd
Paper code: A[NIL257 L T/P Credits
Subiect: Principles of Artificial Intelligence Lab 0 ) I
Marking Scheme

INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:60
1. This is the practical component of the corresponding theory paper.
2. The practical list shall be notified by the teacher in the first week of the class

commencement under the intimation to the office of the HOD/ Institution in which the
appea"r is being offered from the list of practicals below.

3. Instructors can add any other additional experiments over and above the mentioned in the
experiment list which they think is important.

4, At least 8 experiments must be performed by the students.

Course Obiectives:
1. To understand the basics of Prolog Programming.
) To solve different mathematical problems using Prolog Programming.
3. To apply Prolog Programming for solving different real time problems.
4. To determine the rules for creating Expert Systems.

Course Outcomes:

co1 Students will be able to uflderstand and apply Prolog Programming for solving different
real-life problems.

co2 Students will be able to create different expert systems using Prolog Programming

Course Outcomes (CO) to Programme Outcomes (PO) Mapping (Scale l: Low, 2: Medium, 3: High)
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6ast DelhiCampus)
ynal Vihar, 0e1hi.110092Write a program to solve TIC-TAC-TOE Problem using Prolog. SuraynalVihar,

Approved by BoS of USAR :7/08122, Approved by AC sub-committee :29108122
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8. Write a program to solve Monkey Banana Problem using Prolog.

9. Write a program to solve Water Jug Problem using Prolog.

10. Write a program to solve SPuzzle Problem using Prolog

11. Write a program to solve Tower of Hanoi Problem using Prolog.

12. Write a program for medical diagnosis using Prolog.

GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.11OO92

Prof. Alay S. Singholi
Professor lncharge, USAR

Guru Gobind Singfi lndraprastha University
(East DelhiCampus)

Suraynal Vihar, Delhi.l 1 0092
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1. Teachers Continuous Evaluation: 25 Marks
2. End term Theory Examination: 75 Marks

lncharge,
Guru Gobind Singh tndrioiaitha ersity

Approved by BoS of USAR : ll0\l22,

GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.11OO92

Semester: 3'd
Paper code: AIML209 L T/P Credits
Subiect: Probabilitv, Statistics and Linear Algebra 4 0 4

Markinq Scheme

INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:75
L. There should be 9 questions in the end term examination question paper
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should

have objective or short answef type questions. It should be of 15 marks.
3. Apart fi.om Question No. 1, the rest of the paper shall consist of fbur units as per the

syllabus, Everyunit should have two questions. However, students may be asked to attempt
only I question fi.o1r each unit. Each question should be 15 marks.

4. The queitions are to be framed keeping in view the learning outcomes of course/paper. The
standard/ level of the questions to be asked should be at the level of the prescribed
textbooks.

5, The requirernent of (scientific) calculators/ log-tables/ data-tables may be specilied if
required.

Course Obiectives:
1. To build a strons foundation on probabilistic and statistical an4!yqq-q44 near Algebra.
2. To apply tools of statistics, probability, discrete random variables and probability

distributions, in various applications of engineering and te
3. To analyse tools of continuous random variables and probability distributions and linear

algebra in various applications of engineering and technology.
4, To create systems using probabilistic and statistical analysis in

engineering and science like disease modeling, clirnate prediction
etc.

varied applications of
and computer networks

Course Outcomes:
col Understand the fundamentals of probability, Conditional Probability, Baye's theorem,

random variables, sampling distribution, mean, and other statistical row reduced echelon
form, Solutions of system of linear equations, Vector Space, Basis, Linear
Transformations, Eigen values, and Eigen Vectors techniques and apply them to various
real-life problems.

co2 Perform hypothesis testing to analyse various Engineering problems.
co3 Analyse different distributions, systems of linear equations, and linear transfbrmations in

engineering problems.
co4 Design network models, Markov chain, and their applications.

Course Outcomes (CO) to Programme Outcomes (PO) Mapping (Scale 1: Low,2: Medium,3: High)
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GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS'

SURAJMAL VIHAR.11OO92

Course Overview:
^ probability, statistics and linear algebra gives and allows to access and examine the certainty of

outcomes of a study or experiment that is executed. The course also addresses the statistics to gather,

review, analyse and draw conclusion from raw data, as well as quantified mathematical models to
understand machine learning algorithms.

UNIT I:
probability - probability spaces, conditional probability, independence; Discrete random variables,
continuoui random ,ur-iubl.r and their properties, distribution functions and densities, exponential
and gamma densities. Independent random variables, the multinomial distribution, Chebyshev's
Inequality, Bayes' rule.

u4l

UNIT II: lt2l
Basic Statistics- Measures of Central tendency: Moments, skewness and Kurtosis - Probability
distributions: Binomial, Poisson and Normal - evaluation of statistical parameters for these three
distributions, Correlation and regression - Rank correlation.

UNIT III:
Applied Statistics- Curve fitting by the method of least squares- fitting of straight lines, second degree
pu*bolur and more general curves. Test of significance- large sample test for single proportion,
diff"r"n"" of proportions, single mean, difference of means, and difference of standard deviations.

UNIT IV: Itzl
Linear Algebra- Cramer's rule, Singular Value decomposition, Euclidian vector spaces, Projection.
Hermitian and Unitary Matrix, Gram -Schmidt orthogonalrzatton, LU- decomposition.

Text Books:
l. P. G. Hoel, S. C. Port and C. J. Stone, Introduction to Probability Theory, Universal Book Stall,
2003.
2. S. Ross, A First Course in Probability, 6th Ed., Pearson Education India, 2002.
3. W. Feller, An Introduction to Probability Theory and its Applications, Vol. 1, 3rd Ed., Wiley, 1968'

Reference Books:
1. N.P. Bali and Manish Goyal, A textbook of Engineering Mathematics, Laxmi Publications,

Reprint, 2010.
2. B.S. Grewal, Higher Engineering Mathematics, Khanna Publishers, 35th Edition, 2000.
3. Veerarajan T. Engineering Mathematics (fbr semester III), Tata McGraw-Hill, New Delhi,2070.
4. Mathematics For Machine Learning-Marc Peter Deisenroth, A, Aldo Faisal, Cheng soon ong.

lr2l
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Applicable from Batch Admitted in Academic Session 2021-22 Onwards Page | 28



GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR-I10092

Semester: 3td
Paper code: AIML211 L T/P Credits
Subiect: Universal Human Values II 3 0 3

Markine Scheme
l. Teachers Continuous Evaluation: 25 Marks
2. End term Theory Examination: 75 Marks

INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:75
1,. There should be 9 questions in the end term examination question paper
2. Question No, 1 should be compulsory and cover the entire syllabus. This question should

have objective ol shor1 answer type questions. It should be of 15 rnarks.
3. Apart from Question No. l, the rest of the paper shall consist of four units as per the

syllabus. Everyunit should have two questions. However, students may be asked to attempt
only 1 question from each unit. Each question should be 15 marks.

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The
standard/ level of the questions to be asked should be at tl-re level of the prescribed
textbooks.

5. The requirernent of (scientific) calculators/ log-tables/ data-tables may be specified if
required.

Course Obiectives:
1. To develop a holistic perspective based. on self-exploration about themselves (human

beings), family, society, and nature/existence and to appreciate the essential
complementarily between 'VALUES' and 'SKILLS' to ensure sustained happiness and
prosperity which are the core aspirations of all human beings.

) To understand the harmony in the human beine. family, society, and nature/existence.
3. To Strensthen the power of self-reflection.
4. To develop commitment and courage to act.

Course Outcomes:
co1 Understand and become more aware of self and our sumoundings (family, society, and

nature).
c02 Become more responsible in life for handling problems with sustainable solutions while

keeping human relationships and human nature in mind.
c03 Enhance critical abilitv for self-reflection.
co4 Boost sensitivity to our commitment in terms of human values, human relationships, and

human society.

Course Outcomes (CO) to Programme Outcomes (PO) Mapping (Scale 1: Low, 2: Medium, 3: High)
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GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.I1OO92

Course Overview:
This course is aimed at giving inputs that will help to ensure the right understanding and right feelings
in the students in their life and profession, enabling them to lead an ethical life. In this course, the
students learn the process of self-exploration, the difference between the Self and the Body, the
naturally acceptable feelings in relationships in a family, the comprehensive human goal in the

society, the mutual fulfilment in the nature and the co-existence in existence.

UNIT I: l8l

Introduction to Value Education - Need, Basic Guidelines, Content and Process for Value Education,
Self-Exploration, Natural Acceptance, Experiential Validation as the mechanism for Self
Exploration. Continuous Happiness and Prosperity, Basic Human Aspirations. fught Understanding,
Relationship and Physical Facilities - the basic requirements for fulfillment of aspirations of every
human being with their priority, Understanding Happiness and Prosperity, Method to fulfill the above
human aspirations: Understanding and living in harmony at various levels.

UNIT II: lr2l
Understanding Harmony in the Human Being, human being as a Co-existence of the sentient 'I' and
the material 'Body'. Understanding the needs of Self ('I') and 'Body', happiness and physical facility,
Understanding the Body as an instrument of 'I' (I being the doer, seer and enjoyer), Understanding
the characteristics and activities of 'I' and harmony in 'I', Understanding the harmony of I with the
Body: Sanyam and Health, correct appraisal of Physical needs, meaning of Prosperity, Programs to
ensure Sanyam and Health.

UNIT III: ltzl
Harmony in Human-Human Relationship, Understanding values in human-human relationship,
meaning of Justice (Nine universal values in relationships) and program for its fulfillment to ensure
Mutual Happiness, Trust and'Respect as the foundational values of relationship, Understanding the
meaning of Trust, Difference between Intention and Competence, Understanding the meaning of
Respect, Difference between Respect and Differentiation, the other salient values in relationship,
Understanding the harmony in the society (society being an extension of family), Resolution,
Prosperity, Fearlessness (trust) and Co-existance as comprehensive Human Goals, Visualizing a
universal harmonious order in society: Undivided Society, Universal order from family to world
family.

UNIT IV:
Understanding Harmony in Nature. Interconnectedness: Self-regulation and Mutual Fulfillment
among the Four Orders of Nature: Recyclability and Self-regulation in , Realizing Existence
as Co-existence at All Levels. The Holistic Perception of Harmony in Exi atural Acceptance
of Human Values. Definitiveness of (Ethical) Human Conduct. A
Humanistic Constitution and Universal Humanistic Order.

Approved by BoS of USAR :1108122,
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GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR-I10092

JText Books:

l. R. R. Gaur, R. Asthana & G. P. Bagaria, A Foundation Course in Human Values and Prof-essional

Ethics, 2nd Revised Edition, Excel Books, New Delhi,2079.ISBN 978-93-87034-47-1,
2. Teacher's Manual fbr: A Foundation Course in Human Values and Professional Ethics, R. R. Gaur,

R. Asthana & G. P. Bagana,2"d Revised Edition, Excel Books, New Delhi, 2019,ISBN 978-93-
87034-53-2.

Reference Books:

L A. Nagraj, .Teevan Vidya Ek Parichay, Divya Path Sansthan, Amarkantak, 1999.

2. A. N. Tripathy, Human Values, New Age International Publishers, 2004.
3. B. L. Bajpai, Indian Ethos and Modern Management, New Royal Book Co., Lucknow. Reprinted

2008.
4. P. L. Dhar & R. R. Gaur, 1990, Science and Humanism, Commonwealth Purblishers.

Approved by BoS of USAR :1108122,
Applicable from Batch Admitted in Academic
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GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR-110092

Semester: 3'd
Paper code: AIML259 L TN Credits
Subiect: Web Prosramminq Lab 0 2 I

Markinq Scheme
1. Teachers Continuous Evaluation: 40 Marks
2. End term Examination: 60 Marks

Course Overview:

This course will cover .TavaScript technologies that power a modern full-stack development
workflow, including server-side scripting, single-page web applications with MVC structure, package

frameworks such as Nodejs making it simple to create and deployl data-driven web
applications.

Approved by BoS of USAR :1108122,

Prof. Aluy $. Slngholi
Professor lncharge, USAR

Guru Gobind Singrh lndraprastha University
(East Delhi CamPus)

INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:60
1

2
This is only the practical subject.
The practical list shall be notified by the teacher in the first week of the class commencemenl
under the intimation to the office of the HOD/ Institution in which the appear is being offered
from the list of practicals below.
Instructors can add any other additional experiments over and above the mentioned in the
experiment list which they think is important.
Atleast 8 experiments must be performed by the students.

Course Obiectives:

1.
To apply JavaScript Language programming concepts and techniques to create web pages
and develop, plan and debug web pages as per the requirement. CSS, this course will
familiarize students with how browsers

I To understand how browsers represent webpage data using the Document Object Model
OOM). how to develop dynamic. interactive web pages using JavaScript in the browser.

Course Outcomes:

co1 Apply different core scripting modules to design a server.

co2
Design and develop single-page applications, interactive and dynamic websites that can be
used to resolve real world issues.

Course Outcomes (CO) to Programme Outcomes (PO) Mapping (Scale 1: Low,2: Medium,3:High)
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LIST OF EXPERIMENTS:

1. Create a web page that covers your CV using various HTML Tags (UL, OL , Table, etc).
2' Create a webpage that displays brief details of various Programming Languages using various

types of CSS.

3' Create a webpage using JavaScript and HTML to demonstlate Simple Calculator Application.
4' Create a web page covering the basic CRUD operations (Create, Read, Update, Delete) that

implements To-do/Grocery rists using JavaScript and HTML
5' Create a JavaScript application based on various Data Types, Statements, Keywords and

Operators.

6' Create a.IavaScript application with Window Objects and Document Object.
7' Create a JavaScript application with Object Creation and by adding methods of objects.
8' Create a JavaScript application with Loops to incorporate the concept of Iteration.
9. create a JavaScript application for random number generation.
10. Build a unit conveftor application using HTML & JavaScript.

Text Books:

1' Chris Bates, Web Programming, building internet applications, 2nd edition, WILEy.
2' Deitel, Deitel and Nieto, Internet and Worldwide Web - How to program, 5th Edition, pHI, 2oll.
Reference Books:

1' Bai and Ekedhi, The Web Warrior Guide to Web Programming, 3rd Edition, Thomson, 200g.
2. L. Richardson and S. Ruby, Restful web Ser.vices, 1/e, o Reilly, 2007.

Approved by BoS of USAR : t/0g/22, Approved by AC sub-comminee :29/0g/22Applicable from Batch Admitted in Academic session 2ox-z;6;*;;; Page | 33
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Course Overview:
This is a perspective course which exposes students to the disciplines of building and evaluating
rational arguments and using a system perspective in applied engineering. Critical rea.orring and
system thinking enhances the though process with reasoning and critical analysis to take to the final
decision in order to solve any specific problems. It enables seeing and understanding systems as wholes
rather than as collections of parts, as a web of interconnections that work together to deliver an outcome.

UNIT I:
Introduction, foundations and principles of critical reasoning, concepts
analyzing reasoning, evaluating reasoning, Integrated reasoning, uncritical
scientific reasoning, strategic leasoning, analytical reasoning, differ.ent kinds
implications, drawing conclusion.

UNIT II: 
^ I8IArguments, structure of an argument, premises, claims, Inductive and deductive arguments, valid &invalid arguments, sound & unsound arguments, inductive and deductive arguments, descriptions,

expl anations, clari ficati ons, i llustrations and summary.

UNIT III: 
18]what is problem solving, steps in problem solving, problem definition, idea generation,

brainstorming, fish bone analysis, thinking out of the box, lateral thinking tools & techniques,Information and data gathering and analysis, evaluating & prioritizing ideas, six thinking hats method,problem solving in teams' planning in teams, Tools and applications in project and risk management,problem solving in teams, planning in teams.

Unit IV: 
t8lSystem structures and behavior, Abilene paradox, fallacies in reasoning, barriers in critical thinking,cognition and perception in Indian knowledge systems (I.Jyaya Darshana), systems thinking,operational and design thinking, system thinking for social change, critical thinking, the art of askingquestions, Tools and applications in project and risk management.

Text Books:
1. Concise Guide to Critical Thinking by Lewis Vaughn
2. Critical Thinking by Tom Chatfield
3' Managing complex Systems - Thi,king outside the Box by Howard Eisner A4' Critical Thinking Tools fbr Taking Charge of Your professional and personal LifeBy Richard Paul, Linda Elder . 2020

Reference Books:
1. Thinking Fast and Slow by Daniel Kahneman2. strategies fbr creative probrem solving by H scott Fogler and steven E \/
3' critical rhinking A concise Guide By Tracy Bowell, Gary Kemp . 2 r"r.o, rn-SuPrlti.*l

Guru Gobind Singh lndraprastha University
(East Delhi CamPus)

SuraYnal Vihar, Delhi'110092

Approved by BoS of USAR : l/08122, Approved by AC sub_committ ee:29/0g122Applicable from Batch Admitted in Academic Session zozr-2;bnwards page | 35

t8l
in critical reasoning,

and critical reasoning,
ofbiases, recognizing



Teachers Continuous Evaluation:
End term Theory Examination: 75

GURU GOBIND SINGH INDRAPRASTHA
EAST DELHI CAMPUS,

SURAJMAL VIHAR.11OO92

UNIVBRSITY,

Prof. Ajay S. Singholi
Professor lnctarge, USAR

Guru Gobind Singrh lndraprastha University

AC sub-go 
sz

25 Marks
Marks

L,:lX 9^"*:oth;r than.one,s c_urriculum expands the imaginarive horizon
i:i::fl^:111"*r,.the students will be required to select a book (a non-techni

of a student. Under
op( that is notrelated to engineering) that they want to read in the semester. Readi

Approved by BoS of USAR : t/0g/22,
Applicable from Batch Admitted in Academic

Approved by
Session 2021 -22 Onwards

Semester: 3.d
E4pe" code: AIML215
Subject: Selected Readin

Marking Scheme

INSTRUCTIONS TO PAPER SETTERS lVfo*i'm,''. ltlf^-1.^- rytl. There slrould be
2. 

3:,.j::|^),1;^r^:n:1,.1 b_e compulsory and cov_er the entir.e syllabus. This question shouldhave objective or short answ".iyp" questions. It should;;#ffi;.Uil"" Llutrstron snourcr

3. Apart trom Question No. 1, the rest of tl I consist of fbur units as per the
, students may be asked to attempt
15 marks.

the learning outcomes of course/paper, The
textbooks. should be at the level of the piescr.ibed

s' 
Ifi,#::"ement of (scientitic) calculators/ log-tables/ data-tabtes may be specified if

Course Objectives:
To enhance compr.h-nrion skiltr.
To learn and enhance commrnicatio, ana skills.

Course Outcomes:

se comprehension and reading skills.
tation and report writing skills.

course outcomes (co) to Programme outcomes (Po) Mapping (Scale l: Low,2: Medium,3: High)

PO 01 02 )3 04 05
-r (,
06

r(J
07

r(,
08

rU
09

PO
10

PO
11

PO
t2

PS
o1

PS
o2

PS
o3

PS
o4col I I J J 1

c02 I 1 I I I I I I 1 J aJ 1 1 I

Course Overview:

science

#'#ffil;:



GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.I1OO92

evaluated based on the presentation that they give on the book read. The whole idea is to present thestory in a customized manner. That might also include a video/poster created for the same.

Evaluation Rubrics might be based on:
o Remembering: Recalling or retrieving previously read information.
' Understanding: Comprehending the content and expressing in one's own words.o Relating and Interpreting: Relating and interpreting the theme or message of the book with

a new context or situation.
o Critical Evaluation: Making critical comments about the choice of subject, handling ofthesubject, author,s style of writing, etc.o Communication Skills: Speaking skills, Report writing, presentation skills.

Sample Books (not limited to these):

S. No Title Authors Language
1. Exam Warriors Narendra Modi English
2. woil( tithlcs Narendra Modi English
3. ehq6rBrr Tdqrqrqt Hindi
4. Jeff Bezos: Biography of e Siilionaire

Business Titan
Elliot Reynolds English

5. tlll uates: A Brography Michael B. Becraft English
6. rfrf,BrroqfrGn q-dIqITqqIffi Hindi
7. Ll, tl gf FltlIdI: qffi ESSFI Tiw +f,r,rfr{ Hindi
8. Stay Qq-qJ Stay gl!p1 {fuEiuf, Hindi, Gujrati,

Tamil
9. H, Sd:f-ct+aq+fr.1qlfl- ql6- Hindi
10. q+lt( q 3 qsTqFF.slElrllgis-l WHTEEreR Hindi
11. U<t Ttr4l-{ : Googte S-f qBq qr-+dq qmtfr Hindi
12. Dream With Your Eyes Open Ronnie Screwvala English
13. Erqq {lq}15is6 Hindi
14. Take Me Home Rashmi Bansal English
15. Bhujia Barons: The Untold Sto.v of

How Haldiram Built A 5000 i.o."
Empire

Pavitra Kumar English

16. :ne L -r,acror: My Journey as The Wrong
Man at The Rieht Time

Subhash Chandra And
Pranial Sharma

English
^A17. rne rtaro rhmgs About Hard Things Ben Horowitz

18. brue (Jcean Strategy Harvard
School

Business
Pro

Guru Gobind Singh lnCraprastha University
(East DelhiCampus)
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19. Zero to One: Notes on Start Ups, or How
to Build the Future

Peter Thiel & Blake
Masters

English

20. The Holy Book of Luck A Saed Alzein English
21. How To Begin Michael Bungay

Stanier
English

22. Start-up Myths and Models Rizwan Virk English
23. Bozoffigid-oqm

o€mrrils fl€.doH- Hindi

24. Discover Your Destiny: 7 Stages of SeU'
Awakening

Robin Sharma English

25. Hyper Focus Chris Bailey English
26. How To Talk to Anyone Leil Lowndes English
27. Never Split the Difference Voss, Chris,Raz, Tahl English
28. Games People Play Beme, Eric English
29. Achieving Meaningful Success Unleash

the Power of Me
Dr. Vivek Mansubgh English

30. ileqg utr {rwffi tHirdi
31. Your Next Five Moves Patrick Bet-David English
32. dHrilqo.rss1qr{ grfi,tstrsq Hindi
33. How To Become a People Magnet Marc Reklau English
34. Hff$ERfiE o-rqqq$jEt= drq{?€t Hindi
35. Show Your Work Austin Kleon English
36. How To Find Fulfilling Work Roman Krznaric English
37. fifi# uqgdrf,s rN rilqro Erq Hindi
38. Attitude Is Everything Jeff Keller English
39. The World is yours to change Daisaku Ikeda English
40. The Defining Decade: Why your 20b

Matter and How the Make the Most of
Them Now

Jay, Meg English

41. Quiet:
World

The Power of Introvert in A
That Can't Stop Talking

Susan Cain English

42. Find Your Why: A practical Guide for
Discovering Purpose you and your
Tearn

Simon Sinek English

43. Sq16 tudq0e Hindi
44. Sqqttudwfrsiq{F: ffiHfl srl-{r w m-{i el rlr{s
45. Alex Adventure in Number land Alex Bellos \ glish

Prof. Ajay S. Singholi
Professor lncharge, USAR
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Applicable flo,r Batcrr Adrnitted in Academic Session 2oz1-z;



GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.11OO92

Guru Gobind Singh lndrap-raitha University
IFact llothi l^ama,,-l

46. A Cerlain Ambiguity Gaurav Suri English
47. The Everyday Hero Manifesto Robin Sharma English
48. rne lncrechble World of Nichiren

Buddhism
Suraj Jagtani English

49. Indra Nooyi English

50. rnola's ureatest Minds: Spiritual
Masters, Philosophers. Reformers

Rao, Mukunda English

51. mspmng rhoughts Swami Vivekananda English
52. The Man Behind the Wheel: Ho* Orku.

S. Kanwar Created a Global Gianf
Tim Bouquet English

53. ^zrm rremJl: lhe Man Beyond the
Billions

Sundeep Khanna,
Varun Sood

English

54. warren burlett: lnside the Ultimate
Money Mind Warren Buffett: Inside the
Ultimate Money Mind

Robert G. Hagstrom English

55. Kanur baJaJ: An Extraordinary Life 
IOffrcial Biography of The Chairman of

Baiai Group

Gita Piramal English

56. 5Amffiq,gffifr@
3{q-{r frqq E--drq

{TfS{wt Hindi

57. Happiness Becomes yol'r, A-Guid, to
Changing Your Life for Good

Tina Turner English

58. q-^cmo.Bfu.dq@
qrFrq Enq lffq{ 6tc++1,EY Etfrr Afeffi

(3Eqr(s)

Hindi

59. Qrs ( sqsFl vf,F' mtldF-sg (rg
{W(rsfrTdfrqfu+.tftmTr

BEorefi Hindi

60. ffi-€rTHo-rqfrETE qFf{ drsSf, Hindi
61. r{sssgeRBg rl,ilCfl.ffi Hindi, Bengali
62. qfurn$ m'isq rBtrs tffi

qrRfqr
Hindi, Marathi,
Bengali

63. \fl | q cD 3l d rfd-{ n;I Ol q-fft cil+m.ffi Hindi, Bengali
64. tllsl 3{R 3filR 6l qTGfi qripdqq-tEd- Hindi, Bengali
o). qf{rRrery glql qq-{Erd Hindi
66. Lt I ctr c{TF- qI \{rcq qr.(s th{m Hindin67. tqdt stst Et{gluFil CEffi---- Bangla,

68. tEt rt dctr(R ftrEq . Singhoti

Approved by BoS of USAR : ll0g/22,
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69. SSffqR, ilsr$lq{ dq qen 6frr+61, s1.grfrr dferd
(.]r[dl-to

Hindi

70. E{IUICFI o- dt-q r oo flfi ld-qR q&rqrqf- Hindi
71. cilct2 o.lq6lt 3troTT+rfr Hindi, Bangla,

Marathi, Gujrati &
Oria72. TilflI {rg[s{ Hindi

73. rIrlRI: 6fg g gckilg, f{, Eg W {C Bfilq-q qib{
\rcfrT{

Hindi

74. ctst tfl.l, q.glo-{ 3t-s-{ qTR-f Hindi
75. q efl BflS-,Itr€H \reru oN+fitrffi Hindi
76. ,f{r {fl-frilr{ Hindi, Bengali
77. qwocll{TqIEIEITE sT gfirdferd Hindi
78. t-ilt\flCq BflcDI +ntuHG- Hindi
79. 6ld g \rqFI qR dEs-\rs qT.q Hindi, Bengali
80. Dwaml vlvel(ananda Bani O Rachana

(Set) - 10 Volumes - Bengal
Swami Vivekananda Bengali

81. rne wlsoom oI Lotus Sutra Daisaku Ikeda English
82. rst:t tsgmlTE gffiF: dIdT, fqR

3mq s'rq
Rajeev Ranjan, Kailas
Kalkate

Marathi

83. lqtu\5 t{il{Fl-( W qr{.{rqqa- Hindi
84. rGtul-tH cr, I I 6 {t {d;I eTeI

-

Rattan Tata
fr,S. qTueq Hindi

85. P M Tiwari Bengali
86. rllcll\rlfl rfiqqrq Hindi, Bengali
87. U q tH I r\rqq cflI{I qqrd drq ar fffiqrqf Hindi
88. IgnitedMinds: U@

Within India: Unleashing the power
Within India

Dr APJ Abdul Kalam English

89. \rllt{cpl

- )^
H Iq Uq GfltIfi 6Iq q qfiSftnq Hindi

91.

9L
93.

94.

q rc I ( I dl I Ht qFI \rffiqfftrqg EV giU Tdl-fll'rl,irfr Hindi
cpcil+1 stcl (61

Tqq{
sqrkT uHr Hindi

Hindi
ugti qfl-So-f,r-q ,FIindilf\}] t1.q +lo

-

The Scienc" of Vt-oA Vrn.rg"r"r,r
Eiffiqnqff' !-9s. Swami
Mukundanadan pn

' glish
!.Aay $. Slngholl

Guru Gobind Singh lMraprastha University
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96. Soak Education Daisaku Ikeda English
97. 7 Mindsets for Success Fulfilment and

Happiness
Swami
Mukundanadan

English

98. Business Sutra:A Very Indian Approach
to Management

Devdutt Pattanaik English

99. Ihe tlve Steps to Success Yandamoori
Veerendranath

English

100. You Are Born to Blossom Dr APJ Abdul Kalam English
101. / lJtvlne Laws to Awaken your Best

Self
Swami
Mukundanadan

English

102. rne way ot youth Daisaku Ikeda English
103. ddfdl{ols{Q cts{,ffi qTd\rs.q+*-{ Hindi, Telugu
104. ailtwqqT Hindi
105. buoona: sprrtuality tbr Leadership &

Success
Pranay English

106. Sl#E:_s elTwsfrfuienE a. 6rd \rf,-r Hindi
107. The Almanack of Naval Ravikant: A

Guide to Wealth and Haooiness
Eric Jorgenson English

108. Ananoa: Happmess Without Reason Achrya Prashant English
109. The Awakening of Intellig"n"" gN.*

Edition)
J. Krishnamurti English

110. gHqTo-rq6t{ftvh- Hindi
111. frhffi- Hindi
ttz. The White Tiger Arvind Adiga English
113. rnsplrauonal I houghts Swami Vivekananda English
tt4. sfdqrr+1,m

Erfr*s lqr-E$fl Hindi

I 1s. rne uoo oI timall lhings Arundhati Roy English
lt6. Buddhism A Way of Values Prof. Lokesh Chandra

and Dr. Daisaku Ikeda
English

lt7. Buddha At Work: Finding purposes,
Balance, And Happiness at your
Workplace

Geetanjali Pandit English

I 18. 11ope ls a IJeclslon Daisaku Ikeda English

Prof. AiaY S. Singholi
Professor ln+harge, USAR

Guru Gobind Singh lndraprastha University
(East Dethi CamPus)

Suraimal Vihar, Delhi'110092
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Course Overview:
This course provides an introduction to object oriented programming (oOp) using
the Java programming language. This course will provide the students with a solid theoretical
understanding of, as well as practical skills. Its main objective is to teach the basic concepts andtechniques which form the object-oriented programming paradigm. It aims to design solutions for thecomplex problems.

UNIT I: 
- rlolIntroduction of object-oriented Programming, Benefits of object orielted Development, Classesand ob.iects, Inheritance, Polymorphism, object- oriented Design. overview & characteristics of

Java, Progran-r Compilation, Execution Process Organization of the Java Virtual Machine and security
aspects, sandbox rnodel.

UNITII: r ^, IrorJava Fundamentals, Data Types & Literals variables, wrapper classes, Ar1ays, Arithmeticopelators, Logical operatols, control of Flow, Loops, classes and Instances, class MernberModifiers Anonymous innel Class Interfaces and Abstract classes,Inheritance using java, ExceptionHandling' Collection API Interfaces, vector, stack, Hashtable, enumeration, set, List, Map, Iterators.

UNIT III: . ,. trolMultithreading- Extending Thread class, Runnable Interface, Starting Threads, Thr.eadSynchronization' GUI components in Java: AWT components, component class, container class,Layout Managers, swing package. Event Handling: Awr Events, Event, Listeners, class ListenerAction Event Methods, Focus Event Key Event, Mouse Event, Window Event Adapters.

UNIT IV: . I d, trollavarlo: Input/output Streams, Readels and writers. JDBC (Database connectivity with MS-Access,oracle, MS-sQL server), object serialization, Socket Programming, development of client Serverapplications, Design of rnultithreaded server.

Text Books:
1. Patrick Naughton and Herbertz Schidt. Java-2 the complete Reference, TMH.2. Sierra & bates. Head First Java, O.,Reilly. I

Reference Books:
1; E. Bala
2. Horstm ' TMH'

3. Decker 2 Essentials, John Wiley.
ikas Publication.

Guru Gobind Singh lndraprastha University
(East DettriCamPus)

Surapat Vihar, Delhi-1 1 0092
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UNIVERSITY,

LIST OF EXPERIMENTS:
l. Generate a random number up to r 00 and print whether it is prime or not,2' A. Design aprogram to generate first r0 terms of Fibonacci series.

B. Find the factorial of a given number using Recursion.
3' Find the average and sum of array of N numbers entered by user.
4' create a class to find out the Area and perimeter of rectangle.
5' Design a class that perfbrm String operations (Equal, Reverse the string, change case).6' Demonstrate the use of final keyword with data rnember, function and class.
7 ' Demonstrate the use of keywords try, catch, finaily, throw and throws.8' Design a program to demonstrate multi-threading using Thread class.9. Design a program to create game ,Tic Tac Toe,.
10' Design a program to basic calculator using Applet and Event Handling.
I 1' Design a program to read a text flle and after printin g thaton scree write the content to another

text file.
12. Design a program to count number of words, characters, vowers in a text fire.
13' Design a program to create simple chat application using Socket programming.
14' Design a program to connect to access database and display contents of the table.

Prof.AaY S' Slngholl
Professoi I nctrarge, USAR

Guru Gobind Singh lndraprastha University
(Easl DeltriCamPus)

Surahal Vihar, Delhi'110092
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Semester: 4th
Paper code: AIML204 L TIP Credits
Subject: Database Management Systems 3 0 3

L T"u.lr"., Continuous Evaluatio,
2. End term Theory Examination: 75 Marks

INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:75
.J,

2
There should be 9 questions in th
Question No. 1 should be compulsory and cover the entire syllabus. This question should
have objective or short answel type questions. It should be of 15 marks.
Apart from Question No. 1, the rest of the paper shall consist of four units as per the
syllabus. Everyunit should have two questions. However, students may be asked to attenrpt
only 1 question from each unit. Each question should be 15 rnarks.
The questions are to be framed keeping in view the learning outcomes of course/paper. The
standard/ level of the questions to be asked should be at the level of the prescribed
textbooks.
The .requirement of (scientific) calculators/ log-tables/ data-tables may be specified if
required.

Course Objectives:
To introduce the concepts of databases, database models, and their uses.

2. To assess the need for Database design to create a strong foundation for application.
3. To understand the various complications & its solution for Transaction management.
4. To understand advanced data bases and its application.

Uoursre Outcomes:

uur I understand the principles of Database Management Systems.
co2 Apply Structured Query Language to a varied range of queries and work on database using

state of art tools.
c03 Analyse various techniques and various models used for designing databases for different

real-lif'e situations.
co4 Investigate normalized database schema and prepare a report for a real-life scenario.

Course Outcomes (CO) to Programme Outcomes (PO) Mapping (Scale l: Low, 2: Medium, 3: High)
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The objective of the course is to present an introduction to database management systems with
advanced topics of DBMS, with an emphasis on how to organize, maintain and retrieve - efliciently,
and effectively - information from databases. It includes Entity-Relational model, Normalization,
Relational model, Relational algebra, and data access queries as well as an Introduction to SeL,
MongoDB.

UNIT I: t8lIntroduction-Overview of Database System and various Data Models (Hierarchical, Network, and
Relational Models), Views of Data, Database Management System, Architecture of DBMS,
components of DBMS. Data Independence. Entity-Relationship Model- Entities, Entity Types,
Attributes, Relationships, Relationship types, E/R diagram notation.

UNIT II: It2lRelational Data Model- Concept of Relations, Oveliew of Various Keys, Referential Integrity, and
foreign keys. Relational Language- Relational Algebra, Tuple and Domain Relational Calculus, SeL,
DDL and DML, embedded SQL. Introduction and basic concepts of PLISQL. Query processing and
Optimization. Study of various open Source and Commercialized Database Management Systems-
MySQL, PostgreSQl, Oracle, DB2, SeL Server

UNIT III: lrz)
Database Design- Dependencies and Normal forms, Functional Dependencies, lNF, 2NF, 3NF, and
BCNF. Higher Normal Forms-4NF and 5NF. Transaction Management: ACID properties,
Serializability, Concurrency Control, Database recovery management. Data Storage and Indexes,
Hashing Techniques.

UNIT IV: Il0lAdvanced Topics- CAP Theorem, Data Security, Object Oriented Database, Web Database,
Distributed Database, Data Walehousing, and Mining. NOSql, MongoDB: Introduction, History of
MongoDB, Installation and configuration. Key Features. Core servers & tools. Basic commands.
Queries & Indexes.

Text Books:
1' Silberschatz, A., Korth, Henry F., and Sudharshan, S., Database System Concepts,5th Edition.
Tata McGraw Hill, 2016.
2' Elmasri, Ramez and Navathe, Shamkant B., Fundamentals of Database Systems 7th Edition,Pearson,2015.

Reference Books:
l. Date, C. J, Kannffi, A. and Swamynathan, S., An Introduction to
Pearson Education, 2012.

s, 8th edition,

2. J.D. Ullman, Principles of Database Systems, 2ndEd,.,Galgotia publi 1999.
3. Vipin C. Desai, An Introduction to Daiabase Systems, West"publi.hil --Aay 

S. Singholi
Professoi li+trarqe. USARProfessor ln+harge,

Guru Gobind Singrh lndraprastha University
(East Delhi Campus)

Suraimal Vihar, Delhi-1 1 0092
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(\
Semester: 4th
Paper code: AIML254 L TIP Credits
Subiect: Database Management System Lab 0 ) 1

INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:60
1
2

This is the practical component of the corresponding theory paper.
The practical list shall be notified by the teacher in the first week of the class
commencement under the intimation to the offrce of the HOD/ Institution in which the
appear is being offered from the list of practicals below.
Instructors can add any other additional experiments over and above the mentioned in the
experiment list which they think is important.
At least 8 experiments must be performed by the students.

Course Obiectives:
1. To create a database as per the proper rules.
2. To organize, maintain and efficiently, and effectively retrieve information from a database.
Course Outcomes:

co1 Apply Database management principles to fetch and maintain details efficiently and
effectively from the data bases of the real world.

c02 Use the basics of SQL, MongoDB commands and construct queries using in database
creation and interaction.

Course Outcomes (CO) to Programme Outcomes (PO) Mapping (Scale 1: Low, 2: Medium, 3: High)

cot
PO

PO
01

PO
02

PO
03

PO
04

PO
05

PO
06

PO
07

PO
08

PO
09

PO
10

PO
11

PO
12

PS
o1

PS
02

PS
o3

PS
o4

col 2 J J 2 2 1 1 1 I 1 I 2 1 1 1 1

co2 2 aJ J 2 J 2 3 1

Markins Scheme
1. Teachers Continuous Evaluation: 40 Marks
2, End term Examination: 60 Marks

LIST OF EXPERIMENTS:
1. Study andpractice various database management systems like MySQLlOraclelPostgreSQL/SQL

Server and others.

Implement simple queries of DDL and DML.
Implement basic queries to Create, Inserl, Update, Delete and Select State

scenarios (For instance: Bank, College etc.)

2.

3.

4. Implement queries including various functions- mathematical, string, ?J.i;['l%]ih
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5. Implement queries including Sorting, Grouping and Subqueries- like any, all, exists, not exists.

6. Implement queries including various Set operations (Union, Intersection, Except etc.).

7. Implement various JOIN operations- (Inner, Outer).

8. Write a PL/SQL program using FOR loop to insert ten rows into a database table.

9. Given the table EMPLOYEE (Emp No, Name, Salary, Designation, DeptID), write a cursor to

select the five highest-paid employees from the table.

10. Illustrate how you can embed PL/SQL in a high-level host language such as C/Java And

demonstrates how a banking debit transaction might be done.

The students should be motivated to make a project using MySql and MongoDb.

Prof. AiaY S' Singholi
Professoi ln'charge, USAR

Guru Gobind Singh lndraprastha University
(East DelhiCamPus)

Sur4mal Vihar, Delhi410002
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Semester: 4th
Paper code: AIML206 L TtP Credits
Subiect: Software Engineering 3 0 3

Marking Scheme
1. Teachers Continuous Evaluation: 25 Marks
2. End term Theory Examination: 50 Marks
3. End term Practical Examination: 25 Marks

INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:50
1.. There should be 9 questions in tl-re end term examination question paper
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should

have objective or short answer type questions. It should be of 15 marks.
3. Apart fi'om Question No. 1, the rest of the paper shall consist of fbur units as per the

syllabus. Everyunit should have two questions. However, students may be asked to attempt
only 1 question from each unit, Each question should be 15 marks.

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The
standard/ level of the questions to be asked should be at the level of the plescribed
textbooks.

5. Instructors can add any other additional experiments over and above the mentioned in the
experiment list which they think is important.

6, The requirement of (scientihc) calculatols/ log-tables/ data-tables rnay be specified if
required.

Course Obiectives:
1. To familiarize students with basic Software engineering methods and practices and their

applications.
2. To explain layered technology in software engineering
3. To teach software metrics and software risks.
4. To familiarize students with software requirements and the SRS documents.
5. To facilitate students in software design.

Course Outcomes:
col Understand software systems of the real world and their life cycle.
co2 Design the software solutions per the SRS requirement and proper tools.
co3 Estimate software development cost and its maintenance.
co4 Deploy various testing techniques to test software.

Course Outcomes (CO) to Programme Outcomes (PO) Mapping (Scale l: Low, 2: Medium, 3: High)
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Software Engineering comprises the core principles consistent in software construction andA maintenance: fundamental software processes and life cycles, mathematical foundations of software
engineering, requirements analysis, software engineering methodologies, and standard notations,
principles of software architecture and re-use, software quality frameworks and validation, software
development, and maintenance environments and tools. It's an introduction to the object-oriented
software development process and design.

UNIT I: l8I
Introduction to Software- Nature of Software, Introduction to Software Engineering, Software
Engineering Layers, Software Myths, The Software Processes, Project, Product, Process Models: A
Generic Process Model, Waterfall Model, Incremental Process Models, Evolutionary Process
Models, Spiral Model. COCOMO Model. UML diagrams and DFDs

UNIT II: [101
Requirements Engineering- Functional and Non-Functional Requirements, The Software
Requirements Document, Requirements Specification, Requirements Engineering, Requirements
Elicitation and Analysis, Requirement Validation, Requirement Management, DFD, Data Dictionary.
Introduction to ER diagrams

UNIT III: u0l
Software Design- Design concepts and principles - Abstraction - Refinement - Modularity Cohesion
coupling, Architectural design, Detailed Design Transaction Transformation, Refactoring of designs,
Object-oriented Design User-Interface Design. Software Testing: White-Box Testing, Black Box
Testing. Stress Testing. Alpha, Beta, and Acceptance Testing. Debugging.

UNIT IV: I12l
Software Maintenance and Management- Software Maintenance, Types of Maintenance, Software
Configuration Management, Overview of RE-engineering Reverse Engineering, Reliability: Failure
and Faults, Reliability Models. Quality and Risk Management: Product Metrics, Software
Measurements, Metrics for Software Quality, Risk Management: Software Risks, Risk Identification,
Risk Projection, Risk Refinements, Risk Mitigation Monitoring and Management (RMMM).
Overview Of Quality Management. CMM, ISO 9000, and Six Sigma.

Approved by AC sub-committee :29108122
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Practical Component:

Unit 1: Introduction to UML diagrams and DFDs (using Edraw Max/Adobe Spark). Introduction to
the basic functioning of SE tools for model visualization (Tableau Public /Gallery)
Unit2: Introduction to ER diagrams (Lucidcharl)
Unit 3: Debugging Tools: Visual Studio Debugger, GNU Debugger
Unit 4: Project Management Tools: HubSpot Project Management Tool; Toggl Plan. Requirements
Analysis Tools; Testing Tools: Loadium, Qase, Redline 13

Faculty can teach the above-mentioned tools & techniques (through unit 1 to unit 4) to students
through the fbllowing experiments:

a, Create a UML diagram using Edraw Max/Adobe Spark fbr library management system
b. Create an ER diagram using Lucidchart fbr student management system
c. Explore debugging of an existing system using Visual Studio Debugger/GNU Debugger
d. Create a detailed requirement analysis report for a software project and perfbrm testing using

Loadium/Qase/Redline 1 3

Text Books:
1. Roger S. Pressman (2011), Software Engineering, A Practitioner's Approach, Tth edition.
McGraw Hill International Edition, New Delhi.
2. Sommerville (2001), Software Engineering,9th edition, Pearson Education, India.

References:
1. K. K. Aggarwal, Yogesh Singh (2007), Software Engineering, 3rd edition, New Age Intemational
Publishers, India.
2. Lames F. Peters, Witold Pedrycz (2000), Sottware Engineering an Engineering approach, John
Wiley & Sons, New Delhi, India.
3. Shely Cashman Rosenblatt (2006), Systems Analysis and Design, 6th edition, Thomson
Publications, India

Prof. Aiay S. Singholi
Professor lnctrarge, USAR

Guru Gobind Singh lndraprastha University
(East Delhi Campus)

Suraimal Vihar, Delhi-l 1 0092

Approved by BoS of USAR : 1108122, Approved by AC sub-committee :29108122
Applicable from Batch Admitted in Acadernic Session 2021-22 Onwards Page | 53



GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.I1OO92

Semester: 4th
Paper code: AIML208 L T/P Credits
Subiect: Computer Networks and Internet Protocol 3 0 3

Markins Scheme
l. Teachers Continuous Evaluation: 25 Marks
2. End term Theory Examination: 75 Marks

INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:75
1,. There should be 9 questions in the end term examination question paper
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should

have objective or short answer type questions. It should be of 15 marks.
3. Apart fiom Question No. 1, the rest of tl-re paper sl,all consist of fbur units as per the

syllabus. Everyunit should have two questions. However, students may be asked to attempt
only I question from each unit. Each question should be l5 marks.

4. The questions are to be fiamed keeping in view the learning outcomes of course/paper. The
standard/ level of the questions to be asked should be at the level of the prescribed
textbooks.

5. Instructors can add any other additional experiments over and above the mentioned in the
experiment list which they think is irnporlant.

6. The requiretnent of (scientific) calculators/ log-tables/ data-tables may be specified if
required.

Course Obiectives:
1. To implement a simple LAN with hubs, bridges and switches.
2. To describe how computer networks are organized with the concept of layered approach.
3. To demonstrate internet protocols using the modem tools of computer networks.
4. To design and implement a network for an organization.

Course Outcomes:
co1 Understand concepts of computer networks and various Internet protocols.
c02 Analyse given data segments/packets/frames and protocols in various layers of computer

networks.
c03 Design real networks using state of art components using simulation tools.'
co4: Design and implement a network for an organization.

Course Outcomes (CO) to Programme Outcomes (PO) Mapping (Scale l: Low, 2: Mediurn, 3: High)
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Course Overview:A this course deals with fundamentals of computer networks and Intemet protocols. It addresses
various network models, Data link protocols, network layer protocols and implementation of
computer network models and OSI layers. The course also deals with Transport layer protocols. The
main emphasis of this course is on the orgarrization and management of networks and internet
protocols.

UNIT I: t8l
Introduction to Layered Network Architecture- What are computer networks, Layered models for
networking, different types of communication models, ISo-osI Model, TCp/Ip.

UNIT II: [10]
Data Link Protocols- Stop and Wait protocols, Noise-free and Noisy Channels, Performance and
Efflrciency, Sliding Window protocols, MAC Sublayer: The Channel Allocation Problem, Carrier
Sense Multiple Access Protocols, Collision Free Protocols, FDDI protocol. IEEE Standard802.3 &
802. I I for LANs and WLANs

UNIT III: ltzl
Network Layer protocols- Design Issues: Virtual Circuits and Datagrams, Routing Algorithms,
Optimality principle, shortest path routing Algorithms, Flooding and Broadcasting, Distance Vector
Routing, Link State Routing, Flow-Based Routing, Multicast Routing; Flow and Congestion Control.

UNIT IV: [10]
Transport Layer Protocols- Design Issues, Quality of Services. The Internet Transpoft Protocols.
IPV4 vs IPV6. Session Layer protocol: Dialog Management, Synchlonization, Connection
Establishment. Quality of service, security management, Firewalls. Application layer protocols:
HTTP, SMTP, FTP, SNMP, CtC.

Text Books:

1. Tanenbaum,s., compuler Netvtorks, Fifth Edition, prentice Hall, India,2073.
2. Behrouz A. Forouzan, Data communication and networking, 5E, Tata McGraw Hill, 2013.

Reference Book:
1. Computer networking- A top-down approach, Pearson Publications. 2017 edition.

0A-
Prof. Ajay S. Singholi

Professor ln.charge, USAR
Guru Gobind Singh lnrlraprastha University

{East Dellri Campus)
Sutqmel Vihar, Dclhi.'|1 0092
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Semester: 4th
Paper code: AIML256 L P Credits
Subiect: Computer Networks and Internet Protocol Lab 0 7 I

M Scheme
Teachers Continuous Evaluation: 40 Marks
End term Examination: 60 Marks

l.
2.

INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:60
This is the practical component of the comesponding theory paper.
The practical list shall be notified by the teacher in the first week of the class commencemenl
under the intimation to the office of the HOD/ Institution in which the appear is being offered
from the list of practicals below.
Instructors can add any other additional experiments over and above the mentioned in the
experiment list which they think is important.
At least 8 experiments must be performed by the students.

1

2

Course Obiectives:
1. Io analyse various computer network protocols and components of computer network.

2. Io design and evaluate the challenges in building networks and as per the requirement of an
rrganization.

Course Outcomes:
col Design and analyse network protocols using state of art simulation tools.
co2 Design, analyse and evaluate network services for homes, data centres, IoT, LANs and

WANs.

Course Outcomes (CO) to Programme Outcomes (PO) Mapping (Scale 1: Low, 2: Medium, 3: High)
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LIST OF EXPERIMENTS:

Introduction to basic networking tools: wireshark and Network Miner.
Introduction to Datadog tool for data monitoring in network.
Running and using services/commands like ping, trace, route, nslook
Introduction to Network Bandwidth analyser tool for network monito g..

1.

2.

J.

4.

5.

6.

Implementation of Packet Capture and observations using packet Alay S. Slngholl
or ln.charge, USARExplore various aspects of HTTP Protocol. uru couind $ngifft#ilf Lniversity

Surairnal Vihar, Delhi.l 1 0092
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7. Tracing DNS with Wireshark,

8. Analyzing various parameters for TCP protocol in action.

9. Create Ring, Bus, Star and Mesh topology using Cisco Packet Tracer.

10. Configure a network using distance vector routing and link state vector routing protocol.

I l. Implement dijkstra's shortest path algorithm in network routing.

Prof. Ajay S. Singholi
Professor ln-charge, USAR

Guru Gobind Singrh lndraprastha University
(East Delhi Campus)

Surajmal Vihar, Delhi.l 1 0092

Approved by BoS of USAR : ll0\l22, Approved by AC sub_committee :2910g122
Applicable frorn Batch Admitted in Academic Session 2O2l-22 Onwards page | 57



GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.I1OO92

Semester: 4th
Paper code: AIML210 L TtP Credits
Subject: Fundamentals of Machine Learning 3 0 3

Approved by BoS of USAR : U08122,
Applicable from Batch Admitted in Academic Session

L Teachers C"
2. End term Theory Examination: 75 Marks

Professor ln-charge,
Guru Gobind Singrh lndraprastha University

(East DelhiCamPus)
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INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:75L. There should be 9 questions in the e2. Question No. I should be compulsory and cover the entire syllabus. This question should
have objective or shoft answer type questions. It should be of l5 marks.3' Apart frorn Question No. 1, the rest of the paper shall consist o[ four units as per the
syllabus. Everyunit should have two questions. However, students may be asked to attempt
only 1 question fi'om each unit. Each question should be 15 marks.4' The questions are to be framed keeping in view the learning outcomes of course/paper. The
standard/ level of the questions to be asked should be at the level of the pr:escribed
textbooks.

5' The .requirement of (scientific) calculators/ log-tables/ data-tables may be specified ifrequired.
Course

Jo rnd..ttund t.g..ttion, ,lutrifr.urion un,l r*di.ti*lgorithms to classifu data.
ln about feature selection.

To analyse feature engineering techniques to formulate the solutions for the complex

machine learning techniques in real world problems.
Course Outcomes:

Understand machine learning tools and techniques with their applications.
Apply machine learning techniques for cla@
Perform feature ineering techniques.
Design supervised and unsupervised machine learning uusffi

course outcomes (Co) to Programme Outcomes (Po) Mapping (Scale l: Low, 2: Medium, 3: High)
cot
PO

PO
01

PO
02

PO
)3

PO
04

PO
05

PO
06

PO
07

PO
08

PO
09

PO
l0

PO
11

PO
t2

PS
o1

PS
02

PS
o3

PS
o4col -)

1J aJ 1
.') -) 1 1 1 1 1 2 2 3 J l

co2 J J 1l J 2 I 1 1 I I 1 1 2 J 2 J

c03 J J aJ 2
/ N 2 2 aJ

co4 aJ ) J 2 1 1 1 1 1 1 2\ /r 3
: Qin

,
hnli -)

2021-22 Onwards Page | 58

To

t)



UNIT II:
Supervised Learning- Linear Regression,
classifier models, K Nearest Neighbour
Machine (SVM), Random Forest

GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.I1OO92

Course Overview:
This course covers fundamental concepts and methods of computational data analysis, including
pattern classification, prediction, visualization,and recent topics in machine learning. The course will
give the student the basic ideas and intuition behind modern machine learning methods as wbll as a
bit more formal understanding of how, why, and when they work. The underlying theme in the course
is a statistical inference as it provides the foundation for most of the methods covered.

UNIT I: [10]
Introduction to machine learning- Basic concepts, developing a learning system, Learning Issues, and
challenges. Types of machine leaming: Learning associations, supervised, unsupervised, semi-
supervised and reinforcement learning, Feature selection Mechanisms, Imbalanced data, Outlier
detection, Applications of machine leaming like medical diagnostics, fraud detection, email spam
detection

t10I
Multiple Regression, Logistic Regression, Classification;
(KNN), Naive Bayes, Decision Trees, Support Vector

UNIT III:
Unsupervised Learning- Dimensionality reduction; Clustering; K-Means clustering;
clustering; Fuzzy C means clustering, EM Algorithm, Association Analysis- Association
Large Databases, Aprioli algorithm, Markov models: Hidden Markov models (HMMs).

UNIT IV:

[101
C-means
Rules in

Reinforcement learning- Introduction to reinforcement learning, Methods and elements of
reinforcement learning, Bellman equation, Markov decision process (MDP), Q leaming, Value
function approximation, Temporal difl.erence learning, Concept of neural networks, Deep e Neural
Network (DQN), Applications of Reinforcement learning.

Text Books:

l. Tom M. Mitchell, Machine Learning, McGraw-Hill, 2010.
2, Ethem Alpaydin, Introduction to Machine Learning, MIT Press, Pearson, Third Edition, 2014.3. Bishop, Christopher. Neural Networks fbr Pattern Recognition. New York, Ny: Oxford

University Press, 1995

u0I

putation and Machine

(2nd ed.),

Reference Books:
1. Ethem Alpaydin, (2004),Introduction to Machine Learning (Adaptive
Learning), The MIT Press
2. T. Astie, R. Tibshirani, J. H. Friedman, The Elements of Statistical
2009
3. Bishop, C., Pattem Recognition and Machine Learning. Berlin:

Approved by BoS of USAR : ll0\l22, Approved by AC sub-committee : 291 08122
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Semester: 4th
Paper code: AIML258 L P Credits
Subiect: Fundamentals of Machine Learnins Lab 0 2 1

Marking Scheme
3. Teachers Continuous Evaluation: 40 Marks
4. End term Examination: 60 Marks

INSTRUCTIONS TO PAPER SETTBRS: Maximum Marks:60
l. This is the practical component of the corresponding theory paper.
2. The practical list shall be notified by the teacher in the first week of the class commencemenl

under the intimation to the office of the HOD/ Institution in which the appear is being offered
from the list of practicals below.

3. Instructors can add any other additional experiments over and above the mentioned in the
experiment list which they think is important.

4. At least 8 experiments must be performed by the students.
Course Obiectives:

3. fo formulate and analyse algorithm based on machine learning.

4. fo design the use cases of machine learning algorithms as per the user requirement.

Course Outcomes:
col Apply and differentiate machine learning algorithms for regression, classification and

prediction problems.
co2 lmplement supervised and unsupervised machine learning models to analyse data for

:xecuting feature engineering and feature selection for real-life scenarios.

Course Outcomes (CO) to Programme Outcomes (PO) Mapping (Scale 1: Low,2: Medium,3: High)
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LIST OF EXPERIMENTS:
1. Study and Implement Linear Regression.

2. Study and Implement Logistic Regression.

3. Study and Implement K Nearest Neighbour (KI.IN).
4. Study and Implement classification using SVM.
5. Study and Implement Bagging using Random Forests. prof. Alay S. Singhcli
6. Study and Implement Naive Bayes. Professor lrt'cttarge, USAR

Guru Gobind Singh lndraprastha University
7. Study and Implement Decision Trees. (EaslDehiCampus)

Suralmal Vlhar, Delhi-1 I 0092

Approved by BoS of USAR : 1108122, Approved by AC sub-committee :29108122
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GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.11OO92

8. Study and Implement K-means Clustering to Find Natural Patterns in Data.
9. Study and Implement Gaussian Mixture Model Using the Expectation Maximization.
10. Study and Implement classification based on association rures.

11. Study and Implement Evaluating ML algorithm with balanced and unbalanced datasets.
12. Comparison of Machine learning algorithms based on different-different parameters.

0&-
Approved by BoS of USAR : ll0\l22, Approved by AC sub_committ ee :2910g122
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Semester: 4th
Paper code: AlNILzlz L T/P Credits
Subject: Computational Methods 3 0 3

Markins Scheme
L Teachers Continuous Evaluation: 25 Marks
2. End term Theory Examination: 75 Marks

Course Outcomes (CO) to Programme Outcomes (PO) Mapping (Scale 1: Low, 2: Medium, 3: High)
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Guru Gobind Singh lndraprastha University
(East Delhi Campus)

Surqmal Vihar, Dethi.l 1 0092
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INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:75
1

2
There should be 9 questions in the end term examination question paper
Question No. I should be compulsory and cover the entire syllabus. This question should
have objective or short answer type questions. It should be of 15 marks.
Apart fi'om Question No. 1, the rest of the paper shall consist of fbr.rr units as per the
syllabus. Everyunit should have two questions. However, students rnay be asked to attempt
only I question from each unit. Each question should be 15 marks.
Tl-re questions are to be fi'amed keeping in view the learning outcomes of coulse/paper.. The
standard/ level of the questions to be asked should be at the level of the prescribed
textbooks.
The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if
required.

Course Objectives:
1. To develop a practical Qpproach to mathematical problem solving.) To introduce many corymonly used tools and techniques in numerical work.
3. To convert algorithms and techniques to working computer codes.
4. To understand the nuances of the numerical tecturiques and computer applications of the

same.
Course Outcomes:
col Ability to understand numerical techniques to find the roots of non-linear equations and

solution of system of linear equations.
c02 Ability to understand the solution of the linear simultaneous equations using iterative

methods and apply them to real world applications.
co3 Ability to understand numerical differentiation and integration and numerical solutions of

ordinary and partial differential equations.
co4 Ability to understand numerical methods to solve the ordinary differential equation and

partial differential equation.



GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.11OO92

UNIT I: Il0l
Numerical solution to Linear algebraic & transcendental equations- Numerical algorithms and their
complexities, Computer implementation and efficiency, Root finding- bracketing methods:
Bracketing Methods, graphical methods, Bisection method, False Position (Regula Falsi), Root
finding -Open Methods: Sirnple Fixed-Point Iteration, NeMon-Raphson method, Secant methods,
Brent's method

UNIT II: .Jr2l
Numerical linear algebra- Gauss elimination, Pivoting, Tridiagonal systems, LIJ factorization, Gauss
elimination as LU f'actorization, Cholesky factorization, Matrix inverse and condition, Error analysis
and system condition. Iterative Methods: Gauss-Seidel method, Nonlinear Systems. Eigenvalues: The
Power Method, Interpolations, Lagrange's, piecewise/splines

UNIT III: 
t10lNumerical Diff-erentiation- High-Accuracy difl'erentiation lbrmulas, Richardson Extrapoiatitn,

Derivatives of unequally spaced d,ata, Parlttal Derivatives. Numerical Integration: Newton-Cotes
Formulas, The trapezoidal rule, Simpson's Rules, Higher-Order Newton-Cotes formulas, Integration
with unequal segments, Numerical Integration of Functions, Romberg integration, Gauss quadrature,
Adaptive quadrature

UNIT IV: l8lOrdinary difl-erential equations- Euler's Method, Runge-Kutta Methods, Adaptive methods, finite
difference methods, Initial value problems, Boundary value problems, Partial differential equations

Text Books:

1. Erwin Kreyszig, Advanced Engineering Mathematics, 9th Edition, John Wiley & Sons, 2006.
2' B.S. Grewal, I{igher Engineering Mathematics, Khanna Publishers, 35th Edition, 2000.

in C,C++ & MATLAB), B. S.

Higherc -Hill

Prof.Ael' S. Slngnoll
Professoi tn-charge, USAR

Guru Gobind Singh lndraprastha Universlty
(East DelhiCampus)

Suraimal Vihar, Delhi.11 0092
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Reference Books:

l.Numerical Methods in Engineering & Science (with programs
Grewal, Khanna Publishers.
2'Numerical Methods fbr Engineers, Steven chapra, Raymond
Education, 2010



Teachers Continuous Evaluation: 25 Marks
End term Theory Examination: 75 Marks

GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR.I1OO92

Semester: 4th

Paper code: A[NIL214 L TIP Credits
Subject: Effective Technical Writing 1 0 I

Marking Scheme

INSTRUCTIONS TO PAPER SETTERS: Maximum Marks:751. There should be 9 questions in the end term examination question paper2. Question No. 1 should be compulsory and cover the entire syllabus. This questiorr should
have objective or short answer type questions. It should be of' 15 marks.3' Apart from Question No, 1, the rest of the paper shall consist of four units as per the
syllabus. Evelyunit should have two questions. However, students may be asked to attempt
only 1 question flom each unit. Each question should be 15 rnarks.4' The questions are to be framed keeping in view the learning outcomes of course/paper. The
standard/ level of the questions to be asked should be at the level of the pr.escribed
textbooks.

5' The requirement of (scientific) calculators/ log-tables/ data-tables may be specified ifrequired.
Course Objectives:

To understand the fundamentals of effective technical writing.
To develop the skill of preparing logical and persuasive technical papers/proposals/

To apply standard technical formats for drafting protocol and research
To inculcate habits of effective technical writing applying precision, conciseness, and

Course Outcomes:

The concepts of effectir" te"hni"al writing
Apply precision, conciseness and lucidity while writing
Demonstrate by writing a technic al paperlarticle by using global standard formats.
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Frofessor ln-charge,
Guru Gobind Singh lndraprastha University

{East Delhi CamPtrs)
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GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJMAL VIHAR-110092

Course Overview: -

Under Effective Technical Writing, students are expected to understand the process of writing
technical research papers/ articles. The students are required to take up a topic oftheir choice and
write a research paperl article on the same using state-of-art document preparation software like
Latex, overleaf etc. Students must be familiar with all primary international template styles of a
research paper like IEEE, Springer, ACM, etc. Students will also be taught various referencing
formats (for example: APA). Research paperlarticle writing is a must-have skill for future scientists
& researchers, and it opens up their domain of knowledge. The research paperlarticle/proposal
submitted by students will be checked for plagiarism. This will lead to the development of skills
including proper paper format, proper referencing, inclusion of figures, tables, use of keywords,
writing abstract, title etc.

Prof. Ajay S. Singholi
Professor I n-charge, USAR

Guru Gobind Singh lndraprastha University
(Easl Delhi Campus)

Applicable from Batch Admitted in Academic Sessiorr 2O2l-22 Onwards page | 65



Semester: 4th

Paper code: ALN{L216
Subiect: Eme Trends in Technological Industries

UNIVERSITY,

Teachers Continuous Evaluation: 25 Marks
End term Theory Examination: 75 Marks

Course Overview:
In this, the faculty coordinator will invite experts from the industry/ academia to give
seminars/webinars/expert lectures to students on recent technological advances in the industry In
every semester, at least 8 seminars/webinars/expert lectures should be conducted. An evaluation
would be conducted by the faculty coordinator based on quiz, report submissions, etc. on the
seminars/webinars/expert lectures conducted. The aim is to give the I technical and research
exposure to the students.

Approved by BoS of USAR :1/08122,
Applicable from Batch Admitted in Acadernic Sessior

GURU GOBIND SINGH INDRAPRASTHA
EAST DELHI CAMPUS,

SURAJMAL VIHAR.I1OO92

INSTRUCTIONS TO PAPER SETTERS: Mnvimrrrn Mor.lrs. 7(1. There should be 9 questions in the end2' Question No. 1 should be compulsory and cover the entire syllabus. This question should
have objective or short answer type questions. It should be of l5 marks.3' Apart from Question No. 1, the rest of the paper shall consist of four units as per the
syllabus' Everyunit should have two questions. Ao*"u"., students may be asked to attemptonly 1 question f,om each unit. Each question should be l5 marks.4' The questions are to be frarned keeping in view the learning outcomes of course/paper. The
standard/ level of the questions to be asked should be at the level of the prescribed
textbooks.

bles may be specified if
rJuJ€urtvcs:

I

the technological domain) l o rematn technlcally abreast with latest develonmenfs r.vorld_rwidc
Course Outcomes:

-

L(rl unoerstand tne tmportance of having awareness of latest technolosical Trends
c02 Apply the knowledge gained by interacting with experts in their day to day lives.

Course Outcomes (CO) to programme O
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1.

2.

Pr ay.S. Singhcli
Professor ln-charge, USAR

Guru Gobind Singh lndraprastha University
(East Dehi Campus)
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Teachers Continuous Evaluation: 40 Marks
End term Examination: 60 Marks

Semester: 4th

Paper code: AIML260 L TIP Credits
Subject: Practicum (Integrated Project) 0 2 I
Marking Scheme

INSTRUCTIONS TO EVALUATOR: Maximum Marks:60
1. This is an Integrated Project to be created by the students on the basis of the knowledge gained

by them.
2. The instructor will continuously evaluate the student's perfbrmance in the semester.
3. Practicum shall be evaluated based on the novelty, originality of work, contribution towards

society.
4. Project report of the practicum will be submitted at the end of the semester.

Course Objectives:

1. To enhance experiential learning component by applying the knowledge and skills gained
through various subjects in developing a solution for real-world problems,

2. To give an exposure to multi-disciplinary domains to identiff problems that exist around
them to develop solutions thereby improving their technical skillset and their

3. To increase the collaboration skills.
4. To understand the feasibility, quality, novelty, innovation and the application of the

project.
Course Outcomes:
co1 Apply engineering concepts learned so far for ploject identification, formulation, and a

feasible solution.
co2 Develop and demonstrate a comprehensive technical knowledge on the selected project

co3 Design novel and innovative technological solutions to real problems utilizing an

Course Outcomes (CO) to Programme Outcomes @O) Mapping (Scale l: Low,2:Medium,3:High)
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GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY,
EAST DELHI CAMPUS,

SURAJN{AL VIHAR- 1 1 OO92

-. Course Overview:A
Under practicum the students will be involved in experiential learning. The students are required to
apply the knowledge and skills gained through various subjects in developing a solution for solving
real world problems. Interdisciplinary projects give an opportunity to students to identiff problems
that exist around them for which they could develop solutions. Working as a team for the project also
increases their collaboration skills.

Firf.,\iiiy S. Si;rghcii-
Pruicssor ln-charge, USAR

Guru Gobirrd Singh lndrapi'astha University
(East DelhiCamPus)

Sur:aimal Vihar, Delhi-1 10092

Approved by BoS of USAR : ll08/22, Approved by AC sub_commiftee :2910g122
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Semester: 5th    
Paper code: AIDS301/AIML301 L T/P Credits 
Subject:  Operating Systems 4 0 4 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                     Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  To understand the basic concepts and functions of operating systems. 
2.  To use different process scheduling algorithms and synchronization techniques to achieve better 

performance of a computer system. 
3.  To understand Processes, Threads and Deadlocks and Memory Management algorithms of 

operating systems.  
4.  To analyze the several operating systems and their utilities such Linux, Unix, Window to develop 

operating system functions in programming.  
Course Outcomes: 

CO1 Understand fundamental operating system abstractions such as processes, threads, files, 
semaphores, IPC abstractions, shared memory regions, etc. 

CO2 Apply process scheduling and memory management concepts.    

CO3 Analyze the operating system’s resource management techniques, deadlock management 
techniques, memory management techniques. 

CO4 Design device drivers and multi-threading libraries for a tiny OS and develop application 
programs using UNIX system calls. 

Course Outcomes (CO) to Programme Outcomes (PO)      
Mapping (Scale 1: Low, 2: Medium, 3: High 

 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 1 - - - - - - - 1 1 1 - 
CO2 3 1 - - - - - - 1 1 1 - 
CO3 2 2 - 1 1 - - - 2 1 1 1 
CO4 2 1 2 1 1 - 1 - 2 1 2 1 
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Course Overview: 
This course covers the fundamentals of operating systems, mechanisms, and their 
implementations. The core of the course contains concurrent programming (threads and 
synchronization), inter process communication, process scheduling and memory management. 
The course is split into four sections: (1) Introduction, (2) Process and Thread Management, (3) 
Resource Management and Communication, and (4) I/O management and Disk scheduling. 
 
Unit I                                 [10] 
Introduction: Operating system and function, Evolution of operating system, Batch, Interactive, 
Time Sharing and Real Time System, System protection. Operating System Structure: System 
Components, System structure, Operating System Services.  
CPU Scheduling: Scheduling Concept, process scheduling strategies- First-Come, First-Served 
(FCFS) Scheduling, Shortest-Job-Next (SJN) Scheduling, Priority Scheduling, Shortest Remaining 
Time, Round Robin (RR) Scheduling, Multiple-Level Queues Scheduling, Performance Criteria of 
Scheduling Algorithm, Evolution, Multiprocessor Scheduling. 
 
Unit II                                [10] 
Concurrent Processes: Process concept, Principle of Concurrency, Producer Consumer Problem, 
Critical Section problem, Semaphores, Binary and counting semaphores, P() and V() operations, 
Classical problems in Concurrency, Inter Process Communication, Process Generation, Process 
Scheduling.  
Deadlocks: examples of deadlock, resource concepts, necessary conditions for deadlock, 
deadlock solution, deadlock prevention, deadlock avoidance with Bankers algorithms, deadlock 
detection, deadlock recovery.  
 
Unit III                                         [10] 
Memory Organization & Management: Memory Organization, Memory Hierarchy, Memory 
Management Strategies, Contiguous versus non- Contiguous memory allocation, Partition 
Management Techniques, Logical versus Physical Address space, swapping, Paging, 
Segmentation, Segmentation with Paging Virtual Memory: Demand Paging, Page Replacement, 
Page-replacement Algorithms, Performance of Demand Paging, Thrashing, Demand 
Segmentation, and Overlay Concepts. 
 
Unit IV                                                     [10] 
I/O Device and the organization: I/O Device and the organization of the I/O function, I/O 
Buffering, Disk I/O, Disk Scheduling Algorithms, File system: File Concepts, attributes, operations, 
File organization and Access mechanism, disk space allocation methods, Directory structure, free 
disk space management, File sharing, Implementation issues. Case studies: Unix system, 
Windows XP.  
 
Textbooks: 

1. Abraham Silberschatz, Peter B. Galvin, Greg Gagne, “Operating System Concepts”, Wiley, 
9th Edition 

2. Tannenbaum, “Morden Operating Systems”, Pearson, 4th Edition, 2014 
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Reference Books:  

1. William Stallings, “Operating Systems –Internals and Design Principles”, 8/E, Pearson 
Publications, 2014. 

2. Dietel, “An introduction to operating system”, Addison Wesley, 1983 
 
Online Resources:  

1. https://nptel.ac.in/courses/106106144 Course “Introduction to Operating Systems” by 
Prof. Chester Reberio, IIT Madras. 

2. https://nptel.ac.in/courses/106105214 “Operating System Fundamentals” by Prof. 
Santunu Chattopadhyay, IIT Kharagpur. 

 
 
 
 
 
 
  

https://nptel.ac.in/courses/106106144
https://nptel.ac.in/courses/106105214
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Semester: 5th  
Paper code: AIDS351/AIML351 L T/P Credits 
Subject:   Operating Systems Lab 0 2 1 
Marking Scheme: 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

Instructions for Evaluators:                                                                       Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 

Course Objectives: 

1.  To apply the concepts of storage management, process scheduling using programming 
languages. 

2.  To study Several Operating systems and their commands to analyze the memory 
management, process scheduling concepts.  

Course Outcomes: 

CO1 Apply the techniques used to implement processes and threads as well as the different 
algorithms for process scheduling.  

CO2 Implement the basic commands of the OS and will execute the various system calls, 
process synchronization problems using semaphore.  

Course Outcomes (CO) to Programme Outcomes (PO)      
Mapping (Scale 1: Low, 2: Medium, 3: High 

CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO 07 PO 08 PO 09 PO 10 PO 11 PO 12 
CO1 2 2 - 1 1 - - - 1 1 1 1 
CO2 3 2 2 1 1 - 1 - 2 1 2 1 

 
 

List of Experiments 

1. Write a C program to implement FCFS scheduling algorithm. 

2. Write a C program to implement a round robin scheduling algorithm. 

3. Implementation of the following Memory Allocation Methods for fixed partition a) First Fit b) 

Worst Fit c) Best Fit. 

4. Write a program to implement reader/writer problems using semaphore.  
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5. Write a program to implement Banker’s algorithm for deadlock avoidance.  

6.  To study of basic UNIX commands and various UNIX editors such as vi, ed, ex and EMACS 

7. Process Management a) fork() b) execv() c) execlp() d) wait() and e) sleep()  

A. Program to implement the fork function using C. 

B. Program to implement execv function using C. 

C. Program to implement execlp function. 

D. Program to implement wait function using C. 

E. Program to implement sleep function using C. 

8. To write simple shell programs by using conditional, branching and looping statements. 

9. Write a Shell Program to swap the two integers. 
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Semester: 5th    
Paper code: AIDS303/AIML303 L T/P Credits 
Subject:  Design and Analysis of Algorithms   4 0 4 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                     Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  To understand and apply the algorithm analysis techniques to generate solution space. 
2.  To critically analyze the efficiency of alternative algorithmic solutions for the same problem. 
3.  To analyze different algorithm design techniques. 
4.  To classify a problem as computationally tractable or intractable, and discuss strategies to 

address intractability 
Course Outcomes: 

CO1 Understand the asymptotic performance of algorithms to analyze formal correctness proof for 
algorithms  

CO2 Apply major algorithms’ knowledge and data-structures corresponding to each algorithm design 
paradigm 

CO3 Design efficient algorithms for common computer engineering design problems 
CO4 Classify a problem as computationally tractable or intractable, and discuss strategies to address 

intractability 
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High) 
 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 2 1 1 1 1 - - 1 1 1 1 2 
CO2 2 2 1 1 1 - - 1 1 1 1 2 
CO3 2 2 2 1 1 - - - - - 1 3 
CO4 2 2 2 2 1 1 - - - - 1 2 

 
Course Overview: 
This course is designed to enable the student to design and analyze algorithms for the problems. 
This course covers basic strategies of algorithm design: top-down design, divide and conquer, 
asymptotic costs, applications to sorting and searching, matrix algorithms, shortest-path and 
spanning tree problems, dynamic programming, greedy algorithms and graph algorithms. 
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Unit I             [10] 
Introduction to Algorithms: Time Complexity and Space Complexity, Asymptotic analysis, 
Growth rates, some common bounds (constant, logarithmic, linear, polynomial, exponential), 
Complexity Analysis techniques: Master theorem, Substitution Method, Iteration Method, Time 
complexity of Recursive algorithms. art of problem-solving and decision making, role of data 
structure in algorithm design, Basic algorithmic structures of problem-solving and optimization 
algorithms, constraints, solution space, and feasible reasons, and representation of solution 
space. Sorting and searching algorithms: Selection sort, bubble sort, insertion sort, Sorting in 
linear time, count sort, Linear search.   
 
Unit II                    [10] 
Divide and Conquer Algorithms:  Overview of Divide and Conquer algorithms, Quick sort, Merge 
sort, Heap sort, Binary search, Matrix Multiplication, Convex hull and Searching, Closest Pair of 
Points. Greedy Algorithms: Greedy methods with examples, Huffman Coding, Knapsack, 
Minimum cost Spanning trees – Prim’s and Kruskal’s algorithms, Single source shortest paths – 
Dijkstra’s and Bellman Ford algorithms. 
 
Unit III                              [10] 
Dynamic programming: Dynamic programming with examples such as Knapsack, shortest path 
in graph All pair shortest paths –Warshal’s and Floyd’s algorithms, Resource allocation problem. 
Backtracking, Branch and Bound with examples such as Traveling Salesman Problem, longest 
common sequence, n-Queen Problem.  
 
Unit IV:                    [10] 
Graph Algorithms: Graphs and their Representations, Graph Traversal Techniques: Breadth First 
Search (BFS) and Depth First Search (DFS), Applications of BFS and DFS, Bipartite graphs. Graph 
Coloring, Hamiltonian Cycles and Sum of subsets. 
Computational complexity: Problem classes: P, NP, NP-complete, NP-hard. Reduction. The 
satisfiability problem, vertex cover, independent set and clique problems Cook’s theorem. 
Examples of NP-complete problems. 
 
Textbooks: 
1. Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest and Clifford Stein, “Introduction to 

Algorithms”, PHI ,4th Edition 
2. Mark Allen Weiss, “Data Structures and Algorithm Analysis in C++”, Third Edition, Pearson 

Education, 2006 
 
Reference Books: 
1. Ellis Horowitz, Sartaj Sahni and Sanguthevar Rajasekaran, “Fundamentals of Computer 

Algorithms”, Second Edition, Universities Press, 2011. 
2. Anany Levitin. “Introduction to the Design and Analysis of Algorithms”, Pearson. 
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Semester: 5th  
Paper code: AIDS353/AIML353 L T/P Credits 
Subject:  Design and Analysis of Algorithms Lab 0 2 1 
Marking Scheme: 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

Instructions for Evaluators:                                                                                    Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  To teach students how to analyses solution space of problems 

2.  To design algorithms based on dynamic programming and greedy algorithms. 

Course Outcomes: 

CO1 Apply important algorithmic design paradigms and methods of analysis in problem 
solving. 

CO2 Design and develop dynamic programming and greedy algorithms.  
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High) 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO 07 PO 08 PO 09 PO 10 PO 11 PO 12 
CO1 2 2 2 2 1 - - - - - - 1 
CO2 2 2 2 2 1 1 1 1 1 1 1 2 

 
 
 
List of Experiments 
 
1. Sort a given set of elements using the quick sort algorithm and find the time complexity for 

different values of n.  

2. Implement merge sort algorithm using divide & conquer method to sort a given set of elements 

and determine the time and space required to sort the elements. 

3. Write a program to implement knapsack problem using greedy method. 

4. Program to implement job sequencing with deadlines using greedy method. 
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5. Write a program to find minimum cost spanning tree using Prim’s Algorithm. 

6. Write a program to find minimum cost spanning tree using Kruskal’s Algorithm. 

7. Implement 0/1 Knapsack problem using dynamic programming. 

8. Write a program to perform Single source shortest path problem for a given graph. 

9. Program for finding shortest path for multistage graph using dynamic programming.  

10. Program to implement 8-queens problem using backtrack method. 
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Semester: 5th    
Paper code: AIDS305 L T/P Credits 
Subject:  Data Mining  4 0 4 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                                         Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  To identify the different types of data and using data pre-processing techniques applicable on 

the dataset. 
2.  To evaluate various classification and clustering techniques on real world datasets. 
3.  To apply data mining techniques on complex data types. 
4.  To analyze different association rule mining and sequence mining techniques. 
Course Outcomes: 

CO1 Interpret the basic concepts of data mining techniques to identify interesting and relevant 
patterns. 

CO2 Apply and perform pre-processing steps to prepare the data and get insights into the dataset. 

CO3 Analyze different association rules identified using association rule mining or sequence mining 
on real life datasets. 

CO4 Design and Develop models using classification and clustering techniques on complex data types. 

Course Outcomes (CO) to Programme Outcomes (PO)      
Mapping (Scale 1: Low, 2: Medium, 3: High 

 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 2 1 2 - 3 - - 1 - - - - 
CO2 2 2 2 3 - - - - 1 - - - 
CO3 2 -  2 3 - 1 - - 1 - - 
CO4 2 2  3 3 - - - -  1 2 

 



 

 GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY, 
EAST DELHI CAMPUS, 

SURAJMAL VIHAR-110092 

 

Approved by BoS of USAR : 1/08/22,                 Approved by AC sub-committee : 29/08/22 
Applicable from Batch Admitted in Academic Session 2021-22 Onwards                                  Page | 21 

Course Overview: 
The subject gives a detailed overview on data mining as a process starting from pre-processing 
the dataset to classification/clustering techniques on the data. The students are introduced to 
different techniques that can be applied to various types of complex data. Concepts like 
association rule mining and ensemble methods are also discussed in this subject. 
 
Unit I                     [8] 
Data Mining Basics- What is Data Mining, Kinds of Patterns to be Mined, Tasks of Data Mining, 
Data Mining Applications- The Business Context of Data Mining, Data Mining as a Research Tool, 
Data Mining for Marketing, Benefits of data mining.  
Data Pre-processing- Review of Data Pre-processing: Types of Data, Data Quality, Measurement 
and Data Collection Issues, Aggregation, Sampling, Dimensionality Reduction, Feature Subset 
Selection, Feature Creation, Data Discretization and Binarization, Variable Transformation, 
Measures of Similarity and Dissimilarity.  
 
Unit II                              [12] 
Classification- Types of classifiers, Rule based classifiers, Model Selection, Model Evaluation, 
Artificial Neural Networks: Activation Functions (Sigmoid, Tanh, ReLU, Leaky ReLU, Selu), 
Perceptron, Multilayer Feed-Forward Neural Network, Backpropagation, Semi-supervised 
classification, Active Learning, Ensemble Methods: Methods for Constructing an Ensemble 
Classifier, Bias-Variance Decomposition, Bagging, Boosting, GBM, XGBoost, Stacking, Random 
Forest. Metrics for Evaluating Classification Performance: Holdout method, Cross Validation, 
Bootstrap  
Handling Class Imbalance Problem: Evaluating Performance with Class Imbalance, Finding an 
Optimal Score Threshold, Multiclass Problem.  
 
Unit III                               [10] 
Association Rule Mining- Mining Frequent Patterns, Associations and correlations, Market Basket 
Analysis, Apriori algorithm, Support Counting, Improving the efficiency of Apriori, Rule generation 
in Apriori algorithm, FP growth algorithm, Eclat algorithm, Mining Various kinds of Association 
Rules, Maximal Frequent Itemsets, Closed Itemsets, Evaluation of Association Patterns. Handling 
Categorical Attributes, Handling Continuous Attributes. 
Sequential Patterns- Sequential Pattern Discovery, GSP algorithm, SPADE algorithm, Timing 
Constraints. 
 
Unit IV                              [10] 
Cluster detection- Different Types of Clusters, Hierarchical Methods: Agglomerative and Divisive 
Clustering, Density based Clustering: DBSCAN algorithm, Comparing K-means and DBSCAN, Self-
Organizing Maps (SOM), Cluster Evaluation. Outlier Analysis, Outlier Detection Methods. Mining 
Complex Data Types. 
Avoiding False Discoveries- Significance Testing, Hypothesis Testing, Multiple Hypothesis Testing, 
Pitfalls in Statistical Testing 
 
Textbooks:  
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1. Tan Pang- Ning, Steinbach M., Viach, Kumar V., “Introduction to Data Mining”, Second Edition, 
Pearson, 2013. 

2. Han J., Kamber M. and Pei J., “Data Mining Concepts and Techniques”, Second Edition, Hart 
Court India P. Ltd., Elsevier Publications, 2001. 

 
Reference Books:  
1. Zaki M.J., Meira W., “Data Mining and Machine Learning: Fundamental Concepts and 

Algorithms”, Second Edition, Cambridge University Press, 2020 
2. Witten, E. Frank, M. Hall, “Data Mining: Practical Machine Learning Tools and Techniques”, 

Morgan Kaufmann Publishers, 2011. 
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Semester: 5th  
Paper code: AIDS355 L T/P Credits 
Subject:   Data Mining Lab 0 2 1 
Marking Scheme: 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

Instructions for Evaluators:                                                                                  Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  To perform preprocessing on real world datasets. 

2.  To develop models using different data mining techniques on complex datasets. 

Course Outcomes: 

CO1 Analyze and apply pre-processing techniques to prepare and process real life datasets. 

CO2 Implement different clustering or classification techniques for varying sets of problems. 
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High) 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO 07 PO 08 PO 09 PO 10 PO 11 PO 12 
CO1 2 1 - 2 3 - 1 - - 1 - - 
CO2 2 2 - 3 3 - - - - - 1 2 

 
 
 
 
List of Experiments 

1. Introduction and installation of WEKA tool. 

2. Perform data pre-processing including cleaning, integration and transformation on ARFF files 

using WEKA. 

3. Apply association rule mining on ARFF files using WEKA. 

4. Implementation of Neural Network technique on ARFF files using WEKA. 

5. Implementation of Bagging and Boosting techniques on ARFF files using WEKA. 
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6. Apply the concept of Voting ensemble method to ARFF files and compare the results with 

single classifiers. 

7. Implementation of Visualization technique on ARFF files using WEKA. 

8. Implementation of Clustering technique on ARFF files using WEKA. 

9. Study of DBMINER tool. 

10. Apply pre-processing and classification/regression techniques on a real-world dataset. 

Evaluate the performance of classification techniques using different parameters.   
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Semester: 5th    
Paper code: AIML305 L T/P Credits 
Subject:  Fundamentals of Deep Learning 4 0 4 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                                         Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  To learn basic computational units inspired from biological systems (brain).  
2.  To study various algorithms in deep learning for various domains.  
3.  To understand fundamental machine learning concepts w.r.t. neural networks.  
4.  To apply deep learning models to solve sequence and vision problems. 
Course Outcomes: 

CO1  Interpret the basic computational units inspired from biological systems (brain).  

CO2 Identify the deep learning algorithms which are more appropriate for various types of learning 
tasks in various domains.  

CO3 Define the fundamental machine learning concepts w.r.t. neural networks.  

CO4 Apply basic deep learning models to solve sequence-based problems and vision problems. 
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High) 
 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 3 1 1 1 2 - - - 2 1 2 1 
CO2 3 1 1 1 2 1 1 1 2 1 2 2 
CO3 3 1 1 1 2 1 1 1 2 1 2 2 
CO4 3 1 1 1 2 1 1 1 2 1 2 2 

 
 
 
 
 
 
 



 

 GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY, 
EAST DELHI CAMPUS, 

SURAJMAL VIHAR-110092 

 

Approved by BoS of USAR : 1/08/22,                 Approved by AC sub-committee : 29/08/22 
Applicable from Batch Admitted in Academic Session 2021-22 Onwards                                  Page | 26 

Course Overview:  
The main objective of this course is to develop the understanding of key mathematical principles 
which are used behind the working of neural networks. Convolution Neural Networks and 
Recurrent Neural Networks have also been covered in this course. This course also provides the 
details for usage of Deep Learning for Natural Language Processing. 
 
Unit I:                                    [10] 
Introduction to Deep Learning, Bayesian Learning, Overview of Shallow Machine Learning, 
Difference between Deep Learning and Shallow Learning,Linear Classifiers ,Loss Function and 
Optimization Techniques -Gradient Descent and batch optimization. 
      
Unit II:                       [10] 
Introduction to Neural Network, Biological Neuron, Idea of computational units, McCulloch–Pitts 
unit and Thresholding logic Artificial Neural Networks: Single Layer Neural Network, Multilayer 
Perceptron, Back Propagation through time. Architectural Design Issues. 
 
Unit III:           [10] 
Difficulty of training deep neural networks, Activation Function, Evaluating, Improving and Tuning 
the ANN.  Hyper parameters Vs Parameters, Greedy layer wise training, Recurrent Neural 
Networks, Long Short-Term Memory, Gated Recurrent Units, Bidirectional LSTMs, Bidirectional 
RNNs. 
 
Unit IV:            [10]  
Convolutional Neural Networks, , Building blocks of CNN, Transfer  Learning , Pooling Layers , 
Convolutional Neural Network Architectures.Well known case studies: LeNet, AlexNet, VGG-16, 
ResNet, Inception Net.Applications in Vision, Speech, and Audio-Video. 
 
Text Books  
1. Richard O. Duda,” Pattern classification, Wiley, 2022  
2. Adam Gibson and Josh Patterson, “Deep Learning: A Practical approach”, 2017  
3. Deep Learning, Ian Goodfellow and Yoshua Bengio and Aaron Courville, MIT Press, 2016.  
 
Reference Books  
1. Charu C. Aggarwal, “Neural Networks and Deep Learning”, 2018  
2. Duda, R.O. and Hart, P.E., Pattern classification. John Wiley & Sons, 2006. 
 
 
 
 
 
 

https://www.amazon.in/Deep-Learning-TensorFlow-JS-Projects-ebook/dp/B0B8H42X7W/ref=sr_1_3?adgrpid=1319415563053958&hvadid=82463731597821&hvbmt=bp&hvdev=c&hvlocphy=156086&hvnetw=o&hvqmt=p&hvtargid=kwd-82464355983013%3Aloc-90&hydadcr=8554_1928970&keywords=deep+learning+ian+goodfellow&qid=1684397483&sr=8-3
https://www.amazon.in/Deep-Learning-TensorFlow-JS-Projects-ebook/dp/B0B8H42X7W/ref=sr_1_3?adgrpid=1319415563053958&hvadid=82463731597821&hvbmt=bp&hvdev=c&hvlocphy=156086&hvnetw=o&hvqmt=p&hvtargid=kwd-82464355983013%3Aloc-90&hydadcr=8554_1928970&keywords=deep+learning+ian+goodfellow&qid=1684397483&sr=8-3
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Semester: 5th  
Paper code: AIML355 L T/P Credits 
Subject:  Fundamentals of Deep Learning Lab 0 2 1 
Marking Scheme: 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

Instructions for Evaluators:                                                                                    Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  Implementation of deep learning models in Python and train them with real-world 
datasets. 

2.  Implementation of Convolution Neural Network (CNN), Recurrent Neural Network 
(RNN) and Deep Learning NLP in Python. 

Course Outcomes: 

CO1 Design and Implement Convolution Neural Network for object classification from images 
or video. 

CO2 Implement Autoencoder, Recurrent Neural Network, LSTM, its variants and Deep NLP. 
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 
CO1 2 1 1 1 2 1 1 1 2 1 2 2 
CO2 2 1 1 1 2 1 1 1 2 1 2 2 

 
 

LIST OF EXPERIMENTS: 

1. To explore the basic features of Tensorflow and Keras packages in Python 

2. Implementation of ANN model for regression and classification problem in Python. 

3. Implementation of Convolution Neural Network for MRI Data Set in Python. 

4. Implementation of Autoencoders for dimensionality reduction in Python. 
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5. Application of Autoencoders on Image Dataset. 

6. Improving Autocoder’s Performance using convolution layers in Python (MNIST Dataset to be 

utilized). 

7. Implementation of RNN model for Stock Price Prediction in Python 

8. Using LSTM for prediction of future weather of cities in Python 

9. Implementation of transfer learning using the pre-trained model (MobileNet V2) for image 

classification in Python. 

10. 10. Implementation of transfer learning using the pre-trained model (VGG16) on image dataset 

in Python. 

11. NLP Analysis of Restaurant Reviews in Python. 

12. Building a NLP model for Spam Detection using TFIDF (Term Frequency Inverse Document 

Frequency Vectorizer). 
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Semester: 5th    
Paper code: AIDS307/AIML307 L T/P Credits 
Subject:  Computer Organization & Architecture 3 0 3 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                                        Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  To understand the basic concepts of computer operation.  
2.  To analyze different memory hierarchies along with their mapping. 
3.  To apply and analyze different pipelining and parallelism. 
4.  To implement various signed and unsigned arithmetic operations with digital hardware. 
Course Outcomes: 

CO1 Interpreting the basic concepts of register transfer language and computer operations. 

CO2 Apply and analyze various instruction formats for CPU/GPU together with a variety of addressing 
modes. 

CO3 Analyze different types of Parallel Computer Models. 

CO4 Implementing arithmetic operations with digital hardware.  
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High 
 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 1 1 1 1   1           2 
CO2 2 1 1 1             1 3 
CO3 3 2 3 2 1 1 1       1 3 
CO4 1 1 1 1               2 
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Course Overview:  
This course enables the students to understand the principles of computer organization and the 
basic architectural concepts. It begins with basic organization, design, and programming of a 
simple digital computer and introduces simple register transfer language to specify various 
computer operations. Topics include computer arithmetic, instruction set design, 
microprogrammed control unit, pipelining and vector processing, memory organization and I/O 
systems, and multiprocessors. 
 
 
Unit 1                                                                                      [10] 
Register Transfer Language: Register transfer language, bus and memory transfer, bus 
architecture using multiplexer and tri-state buffer, micro-operation: arithmetic, logical, shift 
micro-operation with        hardware implementation, arithmetic logic shift unit.  
Computer Organization and Design: Instruction codes, general computer registers with common 
bus system, computer instructions: memory reference, register reference, input-output 
instructions, timing and control, instruction cycle, input-output configuration, and interrupt cycle. 
Levels of programming languages: Machine language, Assembly language, High level language. 
 
Unit II                                     [10] 
Central processing Unit: Introduction, general register organization, stack organization, 
instruction format, addressing modes. Overview of GPU, CPU vs GPU computing difference. 
Memory Hierarchy: Introduction, basics of cache, measuring and improving of cache performance, 
cache memory: associative mapping, direct mapping, set-associative mapping, cache writing and 
initialization, virtual memory, common framework for memory hierarchies. Case study of PIV and 
AMD opteron memory hierarchies. 
 
Unit III                [10] 
Parallel Computer Models: The state of computing, classification of parallel computers, 
multiprocessors and multicomputers, multivector and SIMD computers. Program and Network 
Properties:  conditions of parallelism, data and resource dependences, hardware and software 
parallelism, program partitioning and scheduling, grain size and latency, program flow 
mechanisms, control flow versus data flow, data flow Architecture, demand driven mechanisms, 
comparisons of flow mechanisms.  
 
Unit IV                                                                                                                 [10] 
Pipelining: Introduction to Flynn‘s classification, arithmetic pipeline, instruction pipeline, pipeline 
conflict and hazards, RISC pipeline, vector processing.  
Arithmetic for Computers: Unsigned, signed 1‘s, 2‘s compliment notations, addition, subtraction, 
multiplication and division (hardware implementation), CPU performance and its factors, 
evaluating performance of CPU.  
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Textbooks:  

1. M. Morris, Mano, “Computer System Architecture”, PHI 3rd Edition 2007.  
2. Kai Hwang, “Advanced computer architecture”; TMH. 2000  
3. D. A. Patterson and J. L. Hennessey, “Computer organization and design”, Morgan 

Kaufmann, 2nd Ed. 2002 
 
 
Reference Books:  

1. W. Stallings, “Computer organization and Architecture”, PHI, 7th ed, 2005.  
2. Harvey G.Cragon,”Memory System and Pipelined processors”; Narosa Publication. 1998  
3. V.Rajaranam & C.S.R.Murthy, “Parallel computer”; PHI. 2002  
4. R.K.Ghose, Rajan Moona & Phalguni Gupta, “Foundation of Parallel Processing”, Narosa 

Publications, 2003. 
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Semester: 5th    
Paper code: AIDS309/AIML309 L T/P Credits 
Subject:  Introduction to Internet of Things 3 0 3 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                                        Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  To learn fundamentals of IoT and how to build IoT based systems 
2.  To emphasize on development of Industrial IoT applications 
3.  To recognize the factors that contributed to the emergence of IoT 
4.  To utilize and implement solid theoretical foundation of the IoT Platform and System Design. 
Course Outcomes: 

CO1 Ability to understand design flow of IoT based systems 

CO2 Analyse and understand different communication protocols for connecting IoT nodes to server 

CO3 Apply design concept to IoT solutions 
CO4 Develop the state-of-the-art IoT based systems, suitable for real life and Industry applications 

Course Outcomes (CO) to Programme Outcomes (PO)      
Mapping (Scale 1: Low, 2: Medium, 3: High 

 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 - - 2 2 2 - 1 1 - - 1 1 
CO2 - - 2 2 2 - 1 - - - 1 1 
CO3 - - 2 2 2 - 1 - - - 1 1 
CO4 1 1 3 2 2 1 1 1 1 1 1 1 

 
 
Course Overview:  
The course enables student to understand the basics of Internet of things and protocols. It 
introduces some of the application areas where Internet of Things can be applied. Students will 
learn about the middleware for Internet of Things. The course addresses various components of 
Internet of things such as Sensors, internetworking, protocols. In the end students will also be able 
to design and implement IoT circuits and solutions. 
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Unit I                                                                                                                                                       [10] 
The Internet of Things: An Overview of what is IoT? Why IoT? Explain the definition and usage of 
the term "Internet of Things (IOT)" in different contexts. Design Principles for Connected Devices, 
internet principles: internet communications-An overview, Physical Design of IoT, Logical Design 
of IoT, IoT standards, IoT generic architecture and IoT protocols. IoT future trends, Understand IoT 
Applications and Examples. Understand various IoT architectures based on applications. 
Understand different classes of sensors and actuators. Sensors: sensor terminology, sensor 
dynamics and specifications. Understand the basics of hardware design needed to build useful 
circuits using basic sensors and actuators. 

 
Unit II                                                                                                                                                       [12] 
Communication protocols and Arduino Programming: Understand various network protocols 
used in IoT, Understand various communication protocols (SPI, I2C, UART). Design and develop 
Arduino code needed to communicate the microcontroller with sensors and actuators, build 
circuits using IoT supported Hardware platforms such as Arduino, ESP8266 etc., Use of software 
libraries with an Arduino sketch that allows a programmer to use complicated hardware without 
dealing with complexity, Learning IoT application programming and build solutions for real life 
problems and test them in Arduino and Node MCU environments. Understand various wireless 
Technologies for IoT and its range, frequency and applications. 

 
Unit III                                                                                                                                                        [12] 
Fundamentals of IEEE 802.15.4, Zigbee and 6LOWPAN: Importance of IEEE 802.15.4 MAC and 
IEEE 802.15.4 PHY layer in constrained networks and their header format, Importance of Zigbee 
technology and its applications, use of IPv6 in IoT Environments, Understanding importance of 
IPv6 and how constrained nodes deal with bigger headers (IPv6). Understand IPv6 over Low-Power 
WPAN (6LoWPAN) and role of 6LoWPAN in wireless sensor network. Various routing techniques 
in constrained network. Understanding IoT Application Layer Protocols: HTTP, CoAP Message 
Queuing Telemetry Transport (MeTT). 

 
Unit IV                                                                                                                                                       [10] 
Application areas and Real-time Case Studies: Role of big data, cloud computing and data 
analytics in a typical IoT system. Analyze various case studies implementing IoT in real world 
environment and find out the solutions of various deployment issues. Smart parking system, Smart 
irrigation system-block diagram, sensors, modules on Arduino and Node MCU. 

 
 
Text Books  

1. "IoT Fundamentals: Networking Technologies, Protocols, and Use Cases for the Internet of 
things" by David Hanes, Cisco Press. 

2. Internet of things with ESP 8266, Macro Schwartz, Pact publication. 
3. Bahga, A., & Madisetti, V. (2014). Internet of Things: A hands-on approach. Vpt. 
4. Francis daCosta, “Rethinking the Internet of Things: A Scalable Approach to Connecting 

Everything”, 1st Edition, Apress Publications, 2013 
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Reference Books: 

1. Building the Internet of Things with IPv6 and MIPv6 The Evolving World of M2M 
Communications, Daniel Minoli, Wiley Publications. 

2. Mastering internet of things by Peter Waher, Pact publication. 
3. The Internet of Things: connecting objects to the web, Hakima chaouchi, Wiley Publications. 
4. Course Era: "Interfacing with the Arduino" by Ian Harris, University of Irvine, California. 
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Semester: 5th  
Paper code: AIDS357/AIML357 L T/P Credits 
Subject:   Introduction to Internet of Things Lab 0 2 1 
Marking Scheme: 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

Instructions for Evaluators:                                                                       Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  To teach students how to analyse different controller boards, simulation platforms and 
applications of IoT 

2.  To design IoT based systems and applications to solve real time problems. 
Course Outcomes: 

CO1 Apply IoT principles to design programs using a software and hardware to using variety 
of available resources to create IoT ecosystem 

CO2 Implement applications based on IoT for solving different problems using Arduino and 
Node MCU – ESP 8266  

Course Outcomes (CO) to Programme Outcomes (PO)      
Mapping (Scale 1: Low, 2: Medium, 3: High) 

CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 
CO1 1 1 2 2 2 - 1 1 - - 1 1 
CO2 1 1 2 2 3 1 1 1 1 1 1 1 

 
 

LIST OF EXPERIMENTS 

1. Introduction to Arduino platform and programming and Introduction to various actuators & its 

applications. 

2. Introduction with running a blinking LED and fading LED with PWM 

A. Arduino IDE and Operators in IDE. 

B. Frequently used Functions in Arduino IDE 
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3. Control Structure writing programs for if else, for and while 

4. Custom functions that can be created for specific Needs. 

5. Reading and writing digital and analog values. Digital and analog read/write demonstration. 

6. Measuring light with Lux and a photoresistor demonstration 

7. Measuring temperature and humidity. 

8. Adding an LCD screen and sketch walkthrough. 

9. Create an echo server with the Ethernet Shield over Arduino. 

10. Upload data from a single sensor to ThingSpeak using ESP8266 (NodeMCU), 

11. Upload data from multiple sensors to ThingSpeak using ESP8266 (NodeMCU). 

12. Setting up logging and visualizing data on ThingSpeak. 

13. Making Project- on real-world Problems. 

14. Introduction to Arduino platform and programming and Introduction to various actuators & its 

applications. 
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Semester: 5th    
Paper code: AIDS 311/AIML 311 L T/P Credits 
Subject:   Principles of Entrepreneurship Mindset 2 0 2 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                     Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  Identify and apply the attitudes, values, characteristics, behaviour, and processes associated 

with possessing an entrepreneurial & innovation mindset and engaging in successful appropriate 
entrepreneurial and innovative behaviour. 

2.  Understand the basic concepts of finance and marketing for first time entrepreneurs. 
3.  Study Business Model Canvas and apply it for product and services area. 
4.  Create and write a business plan. 
Course Outcomes: 

CO1 Apply the attitudes, values, characteristics, behaviour, and processes associated with possessing 
an entrepreneurial & innovation mindset and engaging in successful appropriate 
entrepreneurial and innovative behaviour. 

CO2 Conceptualize the basic concepts of finance and marketing. 

CO3 Evaluate the business model canvas and apply the same for product and services area. 

CO4 Create and write a business plan. 
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High) 
 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 1 2 3 3 1 1 - 1 1 - - 2 
CO2 2 2 3 3 1 1 - 1 1 - - 2 
CO3 2 2 3 3 1 1 - 1 2 - - 2 
CO4 2 2 3 3 2 1 1 1 2 - - 2 
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Course Overview:  
This course gives exposure to the students for the core entrepreneurship concepts. Three real time 
case studies have been covered to give the students real time understanding of setting up a 
startup. Business canvas model has been covered under the syllabus followed by the finance and 
marketing skills for budding entrepreneurs. Students will be able to create and write a business 
plan after the completion of the course. 
 
Unit I                                  [8] 
Introduction to Entrepreneurship and Innovation: Entrepreneurship: Concepts, entrepreneurship 
mindset, challenges; Innovation: What is innovation, role of technology, creating new ventures 
through innovative initiatives; Business opportunities: concepts & techniques for identifying 
opportunities, writing a problem statement, tools and techniques for idea generation; 
Introduction to social entrepreneurship. 
Study and Analyze at least three case studies of startups in computing (mixture of both successful 
and failed startups, an Indian startup, startup by a student)  
 
Unit II                                                                                                                                                         [12] 
Understanding Business Model Canvas: Introduction to Business Model Canvas; customer 
segments; value proposition, distribution channels; Customer Relationship, Revenue Streams, 
Key Resources, Key Activities, Key Partnerships, Cost Structure, Preparing a business model 
canvas of a problem statement 

 
Unit III                             [10] 
Finance and Marketing for early entrepreneurs: Basic understanding of P&L, Balance sheet and 
cash flow; Understanding of terms like CAGR, NPV, Angle funding, Venture capital, Debt funding, 
Equity, private equity, valuation, Break-even analysis, Return on Investment, Working Capital, 
Cost of Good Sold, Customer Acquisition cost, Customer life time value, profit margins. 
Marketing for budding entrepreneurs: Understanding customer requirements, Customer 
Profiling and segmentation, Marketing strategy, 4Ps of Marketing, Network effect.  

     
Unit IV                             [10] 
Creating and writing a Business Plan: Introduction to different Business Models. Process of 
Business Planning - Purpose, structure and content, business plan outline, how to write Business 
plan, Preparing a business plan of a problem statement. Application of Business Model Canvas in 
creating the business plan. Understand customer needs, design and conduct a survey. 
Presentation of Business Plan. Process of  incorporating a new company in India. 

 
Textbooks: 

1. “Business Model Generation: A Handbook for Visionaries, Game Changers, and 
Challengers” by Alexander Osterwalder, Yves Pigneur 

2. “Making Breakthrough Innovation Happen” by Porus Munshi 
3. Ries Eric (2011), “The lean Start-up: How constant innovation creates radically successful 

businesses”, Penguin Books Limited. 
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Reference Books: 
1. Blank, Steve (2013), “The Startup Owner’s Manual: The Step-by-Step Guide for  Building a 

Great Company”, K&S Ranch. 
2. S. Carter and D. Jones-Evans, “Enterprise and small business- Principal Practice and Policy”, 

Pearson Education (2006) 
3. T. H. Byers, R. C. Dorf, A. Nelson, “Technology Ventures: From Idea to Enterprise”, McGraw 

Hill (2013) 
4. Osterwalder, Alex and Pigneur, Yves (2010) “Business Model Generation”. 
5. Kachru, Upendra, “India Land of a Billion Entrepreneurs”, Pearson 
6. Bagchi, Subroto, (2008), “Go Kiss the World: Life Lessons for the Young Professional”, 

Portfolio Penguin 
7. Bagchi, Subroto, (2012). “MBA At 16: a Teenager’s Guide to Business”, Penguin Books 
8. Mitra, Sramana (2008), “Entrepreneur Journeys (Volume 1)”, Booksurge Publishin 
9. Abrams, R. (2006). “Six-week Start-up”, Prentice-Hall of India 
10. Verstraete, T. and Laffitte, E.J. (2011). “A Business Model of Entrepreneurship”, Edward 

Elgar Publishing. 
11. Johnson, Steven (2011). “Where Good Ideas comes from”, Penguin Books Limited. 
12. Gabor, Michael E. (2013), “Awakening the Entrepreneur Within”, Primento. 
13. Guillebeau, Chris (2012), “The $100 startup: Fire your Boss, Do what you love and work 

better to live more”, Pan Macmillan 
14. Kelley, Tom (2011), “The ten faces of innovation, Currency Doubleday” 
15. Prasad, Rohit (2013), “Start-up sutra: what the angels won’t tell you about business and life”, 

Hachette India. 
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Semester: 5th    
Paper code: IOT301 L T/P Credits 
Subject:  Data Transmission Methodologies 4 0 4 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                     Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  To provide students with a comprehensive understanding of analog and digital communication 

systems and its applications in the modern world. 
2.  To enable students to develop a strong foundation in analog modulation techniques including 

amplitude modulation (AM), frequency modulation (FM), and phase modulation (PM) 
3.  To facilitate students with thorough understanding in digital modulation techniques 
4.  To understand the fundamentals of data transmission and acquisition systems 
Course Outcomes: 

CO1 Student will be able to comprehend understanding of analog and digital communication systems 
and its applications in the modern world 

CO2 Student will be able to develop a strong foundation in analog modulation techniques including 
amplitude modulation (AM), frequency modulation (FM), and phase modulation (PM) 

CO3 Student will gain deep understanding of the principles of digital communication systems, 
including digital modulation and channel coding techniques 

CO4 Student will be able to understand the fundamentals of data transmission and acquisition 
systems  

Course Outcomes (CO) to Programme Outcomes (PO)      
Mapping (Scale 1: Low, 2: Medium, 3: High 

 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 3 1 - - - 2 1 - - 2 - - 
CO2 3 3 3 3 3 - - - - 2 - - 
CO3 3 3 3 2 2 - - - - 2 - - 
CO4 3 3 3 2 3 - 1 - - 2 - - 
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Course Overview 
Information Transmission and Methodologies is a comprehensive course that covers the 
fundamental principles, techniques, and technologies used in the transmission and reception of 
information. The course provides a solid understanding of both analog and digital communication 
systems, including their underlying theories, practical implementations, and relevant signal 
processing techniques. 

 
Unit I                                                                                                                                               [8] 
Introduction: Communication systems and its types, elements of a communication system, types of 
signals. Analog and digital communication, advantages, and limitations of analog communication. 
Digital versus analog communication, digital modulation techniques, elements of digital 
communication 
 
Unit II                                                                                                                                        [12] 
Amplitude Transmission Methodologies: Modulation index and its effect on the transmitted signal, 
Double sideband (DSB) modulation and its variants, Single sideband (SSB) modulation. 
Frequency Modulation (FM): Modulation index and its effect on the transmitted signal, 
Narrowband FM (NBFM) and wideband FM (WBFM), Phase Modulation (PM). 
 
Unit III                                                                                                                                           [12] 
Digital Transmission Methodologies: Pulse code modulation: Introduction to PCM, analog-to-
digital conversion, sampling, quantizing, coding, and decoding. Companding in PCM, A-law, and μ-
law, quantization noise. 
Pulse Modulation: Introduction to pulse modulation, pulse amplitude modulation (PAM), pulse 
width modulation (PWM), pulse-position modulation (PPM), and their calculations  
Digital modulation schemes: (ASK, PSK, FSK, QAM) 
 
Unit IV                                                                                                                                         [10] 
Transmission and Acquisition Techniques: Basics of Telemetry system, Land line & radio frequency 
telemetering systems, Transmission channels and media, Data receiver & transmitter, Analog data 
acquisition system, Digital data acquisition system, Modern digital data acquisition system 
 
Text Books  

1. Digital Communications by J.G. Proakis and M. Salehi 
2. Principles of Communication Systems by H. Taub and D. Schilling 
3. Modern Digital and Analog Communication Systems by B.P. Lathi 
 

Reference Books  
1. Analog Communication by A.P.Godse and U.A.Bakshi 
2. Electronics Communication System by G. Kennedy and B. Davis 
3. Communication Systems: Analog and Digital by R.P. Singh and S.D. Sapre 
4. Wireless Communications by Andrea Goldsmith. 
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Semester: 5th  
Paper code: IOT351 L T/P Credits 
Subject:   Data Transmission Methodologies Lab 0 2 1 
Marking Scheme: 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

Instructions for Evaluators:                                                                                    Maximum Marks: 60 
1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 

Course Objectives: 

1.  To familiarize students with the basics of analog and digital communication systems and 
their applications in modern communication systems. 

2.  To develop the students' practical skills in designing and analyzing analog and digital 
communication circuits, such as amplitude and frequency modulation, demodulation, 
sampling, and quantization. 

Course Outcomes: 

CO1 Demonstrate an understanding of signal processing techniques and the theory 
underlying various communication blocks and circuits. 

CO2 Apply the basic principles of analog and digital communication systems in constructing 
communication circuits and equipment. 

Course Outcomes (CO) to Programme Outcomes (PO)      
Mapping (Scale 1: Low, 2: Medium, 3: High) 

CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO 07 PO 08 PO 09 PO 10 PO 11 PO 12 
CO1 2 2 2 1 2 - - - - - - 1 
CO2 3 2 3 2 3 - - - - - - 1 

 
List of Experiments 

1. Demonstration of different signals and their properties. Explore the effect of transformation 

of signal parameters (amplitude-scaling, time-scaling and time-shifting) 

2. Identify type of system as linear or non-linear. Explore the properties of systems such as time 

variance, time invariance, causality and non-causality, etc.  

3. Visualize the relationship between the continuous-time and discrete-time Fourier series and 

Fourier transform of a signal and relationship among Fourier analysis methods. 
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4. To demonstrate the convolution and correlation of two continuous-time and discrete-time 

signals. 

5. Study of Sampling Process and Signal Reconstruction by familiarisation with Oscilloscope and 

Function Generator 

6. To study the function of Amplitude Modulation & Demodulation (under modulation, perfect 

modulation & over modulation) and also to calculate the modulation index, efficiency 

7. Generate random data for transmission and transmit it using BPSK modulation. After 

modulation, demodulate the data using (a) Squaring loop and (b) Costas loop 

8. To virtually simulate the functioning of frequency modulation & demodulation and to calculate 

the modulation index. 

9. Realization of different modulation schemes using I/Q modulators 

10. To Simulate virtually and Interpret Amplitude shift keying Modulation and De modulation 

waveforms and also to demonstrate how the signal is modulated as the binary inputs are varied 

11. To study the Analog to digital and digital to analog conversion of sinusoidal signal. 

12. To study the Delta modulation process by comparing the present signal with the previous signal 

of the given modulating signal 
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Semester: 5th    
Paper code: IOT303 L T/P Credits 
Subject:  Design and Analysis of Algorithms   4 0 4 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                                 Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  To understand and apply the algorithm analysis techniques to generate solution space. 
2.  To critically analyze the efficiency of alternative algorithmic solutions for the same problem. 
3.  To analyze different algorithm design techniques. 
4.  To classify a problem as computationally tractable or intractable, and discuss strategies to 

address intractability 
Course Outcomes: 

CO1 Understand the asymptotic performance of algorithms to analyze formal correctness proof for 
algorithms  

CO2 Apply major algorithms’ knowledge and data-structures corresponding to each algorithm design 
paradigm 

CO3 Design efficient algorithms for common computer engineering design problems 
CO4 Classify a problem as computationally tractable or intractable, and discuss strategies to address 

intractability 
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High 
 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 2 1 1 1 1 - - 1 1 1 1 2 
CO2 2 2 1 1 1 - - 1 1 1 1 2 
CO3 2 2 2 1 1 - - - - - 1 3 
CO4 2 2 2 2 1 1 - - - - 1 2 

 
Course Overview: 
This course is designed to enable the student to design and analyze algorithms for the problems. 
This course covers basic strategies of algorithm design: top-down design, divide and conquer, 
asymptotic costs, applications to sorting and searching, matrix algorithms, shortest-path and 
spanning tree problems, dynamic programming, greedy algorithms and graph algorithms. 
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Unit I             [10] 
Introduction to Algorithms: Time Complexity and Space Complexity, Asymptotic analysis, 
Growth rates, some common bounds (constant, logarithmic, linear, polynomial, exponential), 
Complexity Analysis techniques: Master theorem, Substitution Method, Iteration Method, Time 
complexity of Recursive algorithms. art of problem-solving and decision making, role of data 
structure in algorithm design, Basic algorithmic structures of problem-solving and optimization 
algorithms, constraints, solution space, and feasible reasons, and representation of solution 
space. Sorting and searching algorithms: Selection sort, bubble sort, insertion sort, Sorting in 
linear time, count sort, Linear search.   
 
Unit II                   [10] 
Divide and Conquer Algorithms:  Overview of Divide and Conquer algorithms, Quick sort, Merge 
sort, Heap sort, Binary search, Matrix Multiplication, Convex hull and Searching, Closest Pair of 
Points. Greedy Algorithms: Greedy methods with examples, Huffman Coding, Knapsack, 
Minimum cost Spanning trees – Prim’s and Kruskal’s algorithms, Single source shortest paths – 
Dijkstra’s and Bellman Ford algorithms. 
 
Unit III                             [10] 
Dynamic programming: Dynamic programming with examples such as Knapsack, shortest path 
in graph All pair shortest paths –Warshal’s and Floyd’s algorithms, Resource allocation problem. 
Backtracking, Branch and Bound with examples such as Traveling Salesman Problem, longest 
common sequence, n-Queen Problem.  
 
Unit IV:                    [10] 
Graph Algorithms: Graphs and their Representations, Graph Traversal Techniques: Breadth First 
Search (BFS) and Depth First Search (DFS), Applications of BFS and DFS, Bipartite graphs. Graph 
Coloring, Hamiltonian Cycles and Sum of subsets. 
Computational complexity: Problem classes: P, NP, NP-complete, NP-hard. Reduction. The 
satisfiability problem, vertex cover, independent set and clique problems Cook’s theorem. 
Examples of NP-complete problems. 
 
Textbooks: 
3. Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest and Clifford Stein, “Introduction to 

Algorithms”, PHI ,4th Edition 
4. Mark Allen Weiss, “Data Structures and Algorithm Analysis in C++”, Third Edition, Pearson 

Education, 2006 
 
Reference Books: 
1. Ellis Horowitz, Sartaj Sahni and Sanguthevar Rajasekaran, “Fundamentals of Computer 

Algorithms”, Second Edition, Universities Press, 2011. 
2. Anany Levitin. “Introduction to the Design and Analysis of Algorithms”, Pearson. 
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Semester: 5th  
Paper code: IOT353 L T/P Credits 
Subject:  Design and Analysis of Algorithms Lab 0 2 1 
Marking Scheme: 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

Instructions for Evaluators:                                                                                    Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  To teach students how to analyses solution space of problems 

2.  To design algorithms based on dynamic programming and greedy algorithms. 

Course Outcomes: 

CO1 Apply important algorithmic design paradigms and methods of analysis in problem 
solving. 

CO2 Design and develop dynamic programming and greedy algorithms.  
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High) 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO 07 PO 08 PO 09 PO 10 PO 11 PO 12 
CO1 2 2 2 2 1 - - - - - - 1 
CO2 2 2 2 2 1 1 1 1 1 1 1 2 

 
 
 
List of Experiments 
 
1. Sort a given set of elements using the quick sort algorithm and find the time complexity for 

different values of n.  

2. Implement merge sort algorithm using divide & conquer method to sort a given set of elements 

and determine the time and space required to sort the elements. 

3. Write a program to implement knapsack problem using greedy method. 

4. Program to implement job sequencing with deadlines using greedy method. 
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5. Write a program to find minimum cost spanning tree using Prim’s Algorithm. 

6. Write a program to find minimum cost spanning tree using Kruskal’s Algorithm. 

7. Implement 0/1 Knapsack problem using dynamic programming. 

8. Write a program to perform Single source shortest path problem for a given graph. 

9. Program for finding shortest path for multistage graph using dynamic programming.  

10. Program to implement 8-queens problem using backtrack method. 
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Semester: 5th    
Paper code: IOT305 L T/P Credits 
Subject:  Sensors and Control Systems  4 0 4 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                                     Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  To make students familiar with the constructions and working principle of different types of 

sensors and transducers. 
2.  To gain comprehensive understanding of how these devices convert physical quantities into 

electrical signals for measurement and control purposes. 
3.  To state the performance characteristics of control systems with specific design requirements 

and design objectives 
4.  To demonstrate applications of sensors and transducers in control systems 
Course Outcomes: 

CO1 To construct and apply principles of different types of sensors and transducers. 

CO2 To understand of how these devices convert physical quantities into electrical signals for 
measurement and control purposes 

CO3 Analyze and apply block diagram and signal flow graph (SFG) techniques to describe the working 
of different control systems and analyze the performance characteristics of control systems with 
specific design requirements and design objectives. 

CO4 Develop applications of sensors and transducers in control systems. 
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High) 
 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 3 1 - - - 1 1 - - 2 - - 
CO2 3 3 3 3 3 - - - - 2 - - 
CO3 3 3 3 2 2 - - - - 2 - - 
CO4 3 3 3 2 3 2 1 - - 2 - - 
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Course Overview:  
This course addresses the basic understanding about operational characteristics and applications 
of various sensors and actuators. This course also provides the fundamental concepts of Control 
systems and mathematical modeling of the system. This subject also examines the application of 
sensors and transducer within a control system. 
 
Unit I                                     [12] 
Sensors and Transducers: Introduction, Definition and differences of sensors and transducers, 
Performance terminology, static and dynamic characteristics of transducers, Sensors: Working 
Principles: Different types; Selection of Sensors for Practical Applications 
Displacement Measurement: Transducers for displacement, displacement measurement, 
potentiometer, LVDT. Strain Measurement: Theory of Strain Gauges, Bridge circuit, Strain gauge 
based load cells and torque sensors, Velocity and Motion: Electromagnetic tachometer, 
photoelectric tachometer, variable reluctance tachometer, Digital Encoders. Vibration and 
acceleration: Eddy current type, piezoelectric type; Accelerometer: Principle of working, practical 
accelerometers, strain gauge based and piezoelectric accelerometers. Pressure Measurement: 
Elastic pressure transducers viz. Bourdon tubes, diaphragm, bellows and piezoelectric pressure 
sensors. Flow Measurement: Bernoulli flowmeter, Ultrasonic flowmeter, Magnetic flow meter, 
Rotameter. Miscellaneous Sensors: Leak detector, Flame detector, Smoke detector, pH sensors, 
Conductivity sensors, Humidity sensors, Potentiometric Biosensors and Proximity sensors. 
Selection of sensors 
 
Unit II                                         [10] 
Importance and Adoption of Smart Sensors, Architecture of Smart Sensors: Important 
components, their features, Fabrication methods of Smart Sensor: Electrode fabrication: Screen 
printing, Photolithography, Electroplating Sensing film deposition: Physical and chemical Vapor, 
Anodization, Sol-gel Interface Electronic Circuit for Smart Sensors and Challenges for Interfacing 
the Smart Sensor  

 
Unit III                                                [12] 
Control Systems: Basics and components, classifications and types of control systems, block 
diagrams and signal flow graphs. Transfer function, determination of transfer function using block 
diagram reduction techniques and Mason’s Gain formula. Time domain analysis, performance 
specifications, transient response of first & second order systems, steady state errors and static 
error constants in unity feedback control systems, response with P, PI and PID controllers. 

 
Unit IV                                                                    [10] 
Applications of sensors and transducers in control systems:  Two tank system, speed control of 
DC motor, temperature measurement with sensors and transducers with a transmitter, 
thermistor-controlled fan, flow meter measurement and control system, strain gauge and 
Wheatstone bridge, scope block with Apple iOS devices, control brightness of Arduino onboard 
LED from Apple iOS device. 
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Textbooks: 
1. Patranabi, D. (2003). Sensors and Tranducers. PHI Learning Pvt. Ltd. 
2. Murty, D. V. S. (2010). Transducers and Instrumentation. PHI Learning Pvt. Ltd. 
3. Ogata, K. (2010). Modern control engineering (Vol. 5). Upper Saddle River, NJ: Prentice hall. 
 
 
Reference Books:  
1. Doebelin, E. O., & Manik, D. N. (2007). Measurement systems: application and design. 
2. Bentley, J. P. (2005). Principles of measurement systems. Pearson education. 
3. Gopal, M. (1993). Modern control system theory. New Age International.     
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Semester: 5th  
Paper code: IOT355 L T/P Credits 
Subject:   Sensors and Control Systems Lab 0 2 1 
Marking Scheme: 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

Instructions for Evaluators:                                                                                   Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  To demonstrate applications of sensors and transducers in control systems. 
2.  To show the performance characteristics of control systems with different conditions. 

Course Outcomes: 

CO1 Analyze the performance characteristics of control systems with specific design 
requirements and design objectives. 

CO2 Develop applications of sensors and transducers in control systems. 
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High) 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO 07 PO 08 PO 09 PO 10 PO 11 PO 12 
CO1 2 2 2 2 1 - - - - - - 1 
CO2 2 2 2 2 1 1 1 1 1 1 1 2 
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List of Experiments 

1. (a) To study the characteristics of inductive transducer: LVDT. 

(b) Measurement of level in a tank using capacitive type level probe. 

(c) Measurement of strain and load using Strain Gauge. 

2. (a) To study and verify the characteristics of thermocouple. 

(b) Measurement of the output voltage corresponding to pressure variation using capacitive 

and piezoelectric pressure transducers. 

(c) To plot and analyse the characteristics of Hall Effect transducer. 

3. (a)To realize transfer functions for first order and second order control system problems using 

MATLAB. 

(b)To plot transient response of first & second order systems using MATLAB/Simulink.  

4. Plot impulse response, unit step response, unit ramp response of any 2nd order transfer 

function using MATLAB/Simulink. 

5. Comparison of open loop & closed loop control in speed control of D.C. motor & to find the 

transfer function. 

6. To study the performance of PID Controller on two tank system using MATLAB/Simulink. 

7. To implement temperature-controlled DC fan system using Thermistor in MATLAB/Simulink. 

8. Design Active Disturbance Rejection Control for Water-Tank System using MATLAB/ Simulink. 

9. Temperature control of Continuously Stirred Tank Reactor (CSTR) PID controller using 

MATLAB/Simulink. 

10. To setup a measurement system for monitoring surrounding temperature and humidity using 

Arduino. 

11. Control Brightness of Arduino Onboard LED from Apple iOS Device using MATLAB/Simulink. 

12. To implement a mini water management system for indication water levels using Arduino 

interface. 
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Semester: 5th    
Paper code: IOT307 L T/P Credits 
Subject:  Computer Organization & Architecture 3 0 3 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                     Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  To understand the basic concepts of computer operation.  
2.  To analyze different memory hierarchies along with their mapping. 
3.  To apply and analyze different pipelining and parallelism. 
4.  To implement various signed and unsigned arithmetic operations with digital hardware. 
Course Outcomes: 

CO1 Interpreting the basic concepts of register transfer language and computer operations. 

CO2 Apply and analyze various instruction formats for CPU/GPU together with a variety of addressing 
modes. 

CO3 Analyze different types of Parallel Computer Models. 

CO4 Implementing arithmetic operations with digital hardware.  
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High) 
 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 1 1 1 1   1           2 
CO2 2 1 1 1             1 3 
CO3 3 2 3 2 1 1 1       1 3 
CO4 1 1 1 1               2 
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Course Overview:  
 
This course enables the students to understand the principles of computer organization and the 
basic architectural concepts. It begins with basic organization, design, and programming of a 
simple digital computer and introduces simple register transfer language to specify various 
computer operations. Topics include computer arithmetic, instruction set design, 
microprogrammed control unit, pipelining and vector processing, memory organization and I/O 
systems, and multiprocessors. 
 
Unit 1                                                                                    [10] 
Register Transfer Language: Register transfer language, bus and memory transfer, bus 
architecture using multiplexer and tri-state buffer, micro-operation: arithmetic, logical, shift 
micro-operation with        hardware implementation, arithmetic logic shift unit.  
Computer Organization and Design: Instruction codes, general computer registers with common 
bus system, computer instructions: memory reference, register reference, input-output 
instructions, timing and control, instruction cycle, input-output configuration, and interrupt cycle. 
Levels of programming languages: Machine language, Assembly language, High level language. 
 
Unit II                                     [10] 
Central processing Unit: Introduction, general register organization, stack organization, 
instruction format, addressing modes. Overview of GPU, CPU vs GPU computing difference. 
Memory Hierarchy: Introduction, basics of cache, measuring and improving of cache performance, 
cache memory: associative mapping, direct mapping, set-associative mapping, cache writing and 
initialization, virtual memory, common framework for memory hierarchies. Case study of PIV and 
AMD opteron memory hierarchies. 
 
Unit III                [10] 
Parallel Computer Models: The state of computing, classification of parallel computers, 
multiprocessors and multicomputers, multivector and SIMD computers. Program and Network 
Properties:  conditions of parallelism, data and resource dependences, hardware and software 
parallelism, program partitioning and scheduling, grain size and latency, program flow 
mechanisms, control flow versus data flow, data flow Architecture, demand driven mechanisms, 
comparisons of flow mechanisms.  
 
Unit IV                                                                                                                 [10] 
Pipelining: Introduction to Flynn‘s classification, arithmetic pipeline, instruction pipeline, pipeline 
conflict and hazards, RISC pipeline, vector processing.  
Arithmetic for Computers: Unsigned, signed 1‘s, 2‘s compliment notations, addition, subtraction, 
multiplication and division (hardware implementation), CPU performance and its factors, 
evaluating performance of CPU.  
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Textbooks:  

1. M. Morris, Mano, “Computer System Architecture”, PHI 3rd Edition 2007.  
2. Kai Hwang, “Advanced computer architecture”; TMH. 2000  
3. D. A. Patterson and J. L. Hennessey, “Computer organization and design”, Morgan 

Kaufmann, 2nd Ed. 2002 
 
 
Reference Books:  

1. W. Stallings, “Computer organization and Architecture”, PHI, 7th ed, 2005.  
2. Harvey G.Cragon,”Memory System and Pipelined processors”; Narosa Publication. 1998  
3. V.Rajaranam & C.S.R.Murthy, “Parallel computer”; PHI. 2002  
4. R.K.Ghose, Rajan Moona & Phalguni Gupta, “Foundation of Parallel Processing”, Narosa 

Publications, 2003  
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Semester: 5th    
Paper code: IOT309 L T/P Credits 
Subject:  Machine Learning 3 0 3 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                     Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  To understand regression, classification and prediction algorithms to classify data.  
2.  To gain knowledge about feature selection.  
3.  To analyse feature engineering techniques to formulate the solutions for the complex problems 
4.  To apply machine learning techniques in real world problems. 
Course Outcomes: 

CO1 Understand machine learning tools and techniques with their applications. 

CO2 Apply machine learning techniques for classification and regression. 

CO3 Perform feature engineering techniques. 

CO4 Design supervised and unsupervised machine learning based solutions for real-world problems. 
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High 
 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 3 3 3 3 3 1 1 1 1 1 1 2 
CO2 3 3 3 3 2 1 1 1 1 1 1 1 
CO3 3 3 3 3 2 - - - - - - - 
CO4 3 3 3 3 2 1 1 1 1 1 1 2 

 
 
Course Overview:  
This course covers fundamental concepts and methods of computational data analysis, including 
pattern classification, prediction, visualization, and recent topics in machine learning. The course 
will give the student the basic ideas and intuition behind modern machine learning methods as 
well as a bit more formal understanding of how, why, and when they work. The underlying theme 
in the course is a statistical inference as it provides the foundation for most of the methods 
covered.  
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UNIT I:                                          [10] 
Introduction to Machine Learning- Basic concepts, developing a learning system, Learning Issues, 
and challenges. Types of Machine Learning. Feature Selection Mechanisms, Imbalanced Data, Bias 
in Data, Outlier Detection 
 
UNIT II:                              [10] 
Supervised Learning- Linear Regression, Multiple Regression, Logistic Regression, Classification; 
Classifier Models, K Nearest Neighbor (KNN), Naive Bayes, Decision Trees, Support Vector 
Machine (SVM), Random Forest  
 
UNIT III:                             [10] 
Unsupervised Learning- Dimensionality Reduction; Clustering; K-Means Clustering; C-Means 
Clustering; Fuzzy C Means Clustering, Association Analysis- Association Rules in Large Databases, 
Apriori Algorithm, Markov Models: Hidden Markov Models (HMMs). 
 
UNIT IV:                             [10] 
Reinforcement Learning- Introduction to Reinforcement Learning, Elements of Reinforcement 
Learning, Approaches to Reinforcement Learning, Applications of Reinforcement learning. 
Applications of Machine Learning in different sectors: Medical Diagnostics, Fraud Detection, Email 
Spam Detection 

 

  Text Books: 

1. Tom M. Mitchell, Machine Learning, McGraw-Hill, 2010.  
2. Ethem Alpaydin, Introduction to Machine Learning, MIT Press, Pearson, Third Edition, 2014. 
3. Bishop, Christopher. Neural Networks for Pattern Recognition. New York, NY: Oxford 

University Press, 1995 
 

Reference Books: 
1. Ethem Alpaydin, (2004), Introduction to Machine Learning (Adaptive Computation and 

Machine Learning), The MIT Press  
2. T. Astie, R. Tibshirani, J. H. Friedman, The Elements of Statistical Learning, Springer (2nd ed.), 

2009 
3. Bishop, C., Pattern Recognition and Machine Learning. Berlin: Spring  
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Semester: 5th  
Paper code: IOT357 L T/P Credits 
Subject:   Machine Learning Lab 0 2 1 
Marking Scheme: 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

Instructions for Evaluators:                                                                                  Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  To formulate and analyse algorithm based on machine learning. 
2.  To design the use cases of machine learning algorithms as per the user requirement. 

Course Outcomes: 

CO1 Apply and differentiate machine learning algorithms for regression, classification and 
prediction problems. 

CO2 Implement supervised and unsupervised machine learning models to analyse data for 
executing feature engineering and feature selection for real-life scenarios. 

Course Outcomes (CO) to Programme Outcomes (PO)      
Mapping (Scale 1: Low, 2: Medium, 3: High 

CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 
CO1 3 3 3 3 3 1 1 1 1 1 1 2 
CO2 3 3 3 3 3 1 1 1 1 1 2 1 

 
 

LIST OF EXPERIMENTS 

1. Study and Implement Linear Regression. 

2. Study and Implement Logistic Regression. 

3. Study and Implement K Nearest Neighbour (KNN). 

4. Study and Implement classification using SVM. 

5. Study and Implement Bagging using Random Forests. 

6. Study and Implement Naive Bayes. 
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7. Study and Implement Decision Trees. 

8. Study and Implement K-means Clustering to Find Natural Patterns in Data. 

9. Study and Implement Gaussian Mixture Model Using the Expectation Maximization. 

10. Study and Implement Classification based on association rules. 

11. Study and Implement Evaluating ML algorithm with balanced and unbalanced datasets. 

12. Comparison of Machine learning algorithms based on different-different parameters.  



 

 GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY, 
EAST DELHI CAMPUS, 

SURAJMAL VIHAR-110092 

 

Approved by BoS of USAR : 1/08/22,                 Approved by AC sub-committee : 29/08/22 
Applicable from Batch Admitted in Academic Session 2021-22 Onwards                                  Page | 61 

Semester: 5th    
Paper code: IOT311 L T/P Credits 
Subject:   Principles of Entrepreneurship Mindset 4 0 4 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                                        Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  Identify and apply the attitudes, values, characteristics, behaviour, and processes associated 

with possessing an entrepreneurial & innovation mindset and engaging in successful appropriate 
entrepreneurial and innovative behaviour. 

2.  Understand the basic concepts of finance and marketing for first time entrepreneurs. 
3.  Study Business Model Canvas and apply it for product and services area. 
4.  Create and write a business plan. 
Course Outcomes: 

CO1 Apply the attitudes, values, characteristics, behaviour, and processes associated with possessing 
an entrepreneurial & innovation mindset and engaging in successful appropriate 
entrepreneurial and innovative behaviour. 

CO2 Conceptualize the basic concepts of finance and marketing. 

CO3 Evaluate the business model canvas and apply the same for product and services area. 

CO4 Create and write a business plan. 
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High) 
 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 1 2 3 3 1 1 - 1 1 - - 2 
CO2 2 2 3 3 1 1 - 1 1 - - 2 
CO3 2 2 3 3 1 1 - 1 2 - - 2 
CO4 2 2 3 3 2 1 1 1 2 - - 2 

 
 
 
 
 



 

 GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY, 
EAST DELHI CAMPUS, 

SURAJMAL VIHAR-110092 

 

Approved by BoS of USAR : 1/08/22,                 Approved by AC sub-committee : 29/08/22 
Applicable from Batch Admitted in Academic Session 2021-22 Onwards                                  Page | 62 

 
Course Overview:  
This course gives exposure to the students for the core entrepreneurship concepts. Three real time 
case studies have been covered to give the students real time understanding of setting up a 
startup. Business canvas model has been covered under the syllabus followed by the finance and 
marketing skills for budding entrepreneurs. Students will be able to create and write a business 
plan after the completion of the course. 
 
Unit I                                  [8] 
Introduction to Entrepreneurship and Innovation: Entrepreneurship: Concepts, entrepreneurship 
mindset, challenges; Innovation: What is innovation, role of technology, creating new ventures 
through innovative initiatives; Business opportunities: concepts & techniques for identifying 
opportunities, writing a problem statement, tools and techniques for idea generation; 
Introduction to social entrepreneurship. 
Study and Analyze at least three case studies of startups in computing (mixture of both successful 
and failed startups, an Indian startup, startup by a student)  
 
Unit II                                                                                                                                                         [12] 
Understanding Business Model Canvas: Introduction to Business Model Canvas; customer 
segments; value proposition, distribution channels; Customer Relationship, Revenue Streams, 
Key Resources, Key Activities, Key Partnerships, Cost Structure, Preparing a business model 
canvas of a problem statement 

 
Unit III                             [10] 
Finance and Marketing for early entrepreneurs: Basic understanding of P&L, Balance sheet and 
cash flow; Understanding of terms like CAGR, NPV, Angle funding, Venture capital, Debt funding, 
Equity, private equity, valuation, Break-even analysis, Return on Investment, Working Capital, 
Cost of Good Sold, Customer Acquisition cost, Customer life time value, profit margins. 
Marketing for budding entrepreneurs: Understanding customer requirements, Customer 
Profiling and segmentation, Marketing strategy, 4Ps of Marketing, Network effect.  

     
Unit IV                             [10] 
Creating and writing a Business Plan: Introduction to different Business Models. Process of 
Business Planning - Purpose, structure and content, business plan outline, how to write Business 
plan, Preparing a business plan of a problem statement. Application of Business Model Canvas in 
creating the business plan. Understand customer needs, design and conduct a survey. 
Presentation of Business Plan. Process of  incorporating a new company in India. 

 
Textbooks: 

1. “Business Model Generation: A Handbook for Visionaries, Game Changers, and 
Challengers” by Alexander Osterwalder, Yves Pigneur 
2. “Making Breakthrough Innovation Happen” by Porus Munshi 
3. Ries Eric (2011), “The lean Start-up: How constant innovation creates radically successful 

businesses”, Penguin Books Limited. 
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Reference Books: 
1. Blank, Steve (2013), “The Startup Owner’s Manual: The Step-by-Step Guide for  Building a 

Great Company”, K&S Ranch. 
2. S. Carter and D. Jones-Evans, “Enterprise and small business- Principal Practice and Policy”, 

Pearson Education (2006) 
3. T. H. Byers, R. C. Dorf, A. Nelson, “Technology Ventures: From Idea to Enterprise”, McGraw 

Hill (2013) 
4. Osterwalder, Alex and Pigneur, Yves (2010) “Business Model Generation”. 
5. Kachru, Upendra, “India Land of a Billion Entrepreneurs”, Pearson 
6. Bagchi, Subroto, (2008), “Go Kiss the World: Life Lessons for the Young Professional”, 

Portfolio Penguin 
7. Bagchi, Subroto, (2012). “MBA At 16: a Teenager’s Guide to Business”, Penguin Books 
8. Mitra, Sramana (2008), “Entrepreneur Journeys (Volume 1)”, Booksurge Publishin 
9. Abrams, R. (2006). “Six-week Start-up”, Prentice-Hall of India 
10. Verstraete, T. and Laffitte, E.J. (2011). “A Business Model of Entrepreneurship”, Edward 

Elgar Publishing. 
11. Johnson, Steven (2011). “Where Good Ideas comes from”, Penguin Books Limited. 
12. Gabor, Michael E. (2013), “Awakening the Entrepreneur Within”, Primento. 
13. Guillebeau, Chris (2012), “The $100 startup: Fire your Boss, Do what you love and work 

better to live more”, Pan Macmillan 
14. Kelley, Tom (2011), “The ten faces of innovation, Currency Doubleday” 
15. Prasad, Rohit (2013), “Start-up sutra: what the angels won’t tell you about business and life”, 

Hachette India. 
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Semester: 6th 
Paper code: AIDS302/AIML302 L T/P Credits 
Subject:  Digital Image Processing 3 0 3 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                      Maximum Marks: 75 

1. There should be 9 questions in the end term examination question paper 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. Every 

unit should have two questions. However, students may be asked to attempt only 1 question from 
each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  To study basic image processing techniques of spatial and frequency domains for 
filtering applications. 

2.  To understand digital image acquisition tools and basic operations for image 
enhancement. 

3.  To analyze techniques such as image denoising, image segmentation, Image 
enhancement and edge detection. 

4.  To design image compression and image segmentation algorithms. 
Course Outcomes: 
CO1 Understanding of the fundamental concepts of image processing, including image 

representation, enhancement, restoration, compression, and segmentation. 
CO2 Analyze various segmentation techniques for image analysis 
CO3 Outline the various feature extraction techniques for image analysis 
CO4 Design image compression and image segmentation algorithms. 

 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping           

(Scale 1: Low, 2: Medium, 3: High) 
CO/P
O 

PO0
1 

PO0
2 

PO0
3 

PO0
4 

PO0
5 

PO0
6 

PO0
7 

PO0
8 

PO0
9 

PO1
0 

PO1
1 

PO1
2 

CO1 3 2 - 2 3 - - - 3 - - 2 
CO2 2 1 - - 3 - 2 - 3 - - - 
CO3 2 1 - 2 3 3 2 - - - - 2 
CO4 2 2 - 2 3 3 2 - - - - 3 
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Course Overview:  
To introduce the student to various image processing techniques and image fundamentals. To 
describe the main characteristics of digital images, how they are represented. 
Mathematical transforms such as such as Fourier, Cosine transforms, Singular value 
decomposition, 2D Wavelet transform, image enhancement techniques. Image restoration and 
denoising, segmentation, lossy and lossless data compression algorithms, binary and color image 
processing.  
 
UNIT-I                                                                                                                                                       [10] 
INTRODUCTION TO IMAGE PROCESSING: Introduction to images and its processing, Components 
of image processing systems, image representations, Image file formats, recent applications of 
digital image processing, image sampling and quantization, Image Analysis, Intensity 
transformations, contrast stretching, Correlation and convolution, Smoothing filters, sharpening 
filters, gradient and Laplacian. Need for transform, Fourier, Cosine transforms, 2D Wavelet 
transform, Different properties of image transform techniques. 
 
UNIT II                                                                                                                                              [10] 
Concept of image compression, lossless techniques (Huffman Coding, Arithmetic and Lempel-Ziv 
Coding, Other Coding Techniques) and lossy compression techniques (Transform Coding & K-L 
Transforms, Discrete Cosine Transforms, and BTC), Enhancement in spatial and transform domain, 
histogram equalization, Directional Smoothing, Median, Geometric mean, Harmonic mean, Homo-
morphic filtering 
 
UNIT III                                                                                                                                                        [10] 
Image degradation, Type of image blur, Classification of image restoration techniques, image 
restoration model, Linear and nonlinear restoration techniques, Image denoising, Median filtering. 
Classification of image segmentation techniques, Boundary detection-based techniques, Point, 
line detection, Edge detection, Edge linking, local processing, regional processing, Thresholding, 
Iterative thresholding, Otsu's method, Region-based segmentation, Watershed algorithm, Use of 
motion in segmentation 
 
UNIT IV                                                         [10] 
Binarization, Basic Set theory, Binary morphological operations and its properties, Color Image 
Representation, Converting Between Color Spaces, The Basics of Color Image Processing, Color 
Transformations, Spatial Filtering of Color Images, Working Directly in RGB Vector Space, 
Applications of digital image processing: Case studies 
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Text Books: 

1. Digital Image Processing, R.C. Gonzalez and R.E. Woods, 2nd edition, Pearson Prentice Hall, 
2008  

2. Anil K. Jain, Fundamentals of Digital Image Processing, Prentice Hall, 1989. 
 
 
Reference Books: 

1. Digital Image processing, S Jayaraman, TMH, 2012 
2. William K. Pratt, Digital Image Processing, 3rd Edition, John Wiley, 2001.  

 
MOOC: 

1. https://nptel.ac.in/courses/117/105/117105079/ 
2. https://nptel.ac.in/courses/117/105/117105135/ 

 
  

https://nptel.ac.in/courses/117/105/117105079/
https://nptel.ac.in/courses/117/105/117105135/
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Semester: 6    
Paper code: AIDS352/AIML352 L T/P Credits 
Subject:  Digital Image Processing Lab 0 2 1 
Marking Scheme 
Teachers Continuous Evaluation: 40 Marks 
End term Examination: 60 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                      Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class commencement 

under the intimation to the office of the HOD/ Institution in which they appear is being offered 
from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1 To introduce the concepts of image processing and basic analytical methods to be used 
in image processing. 

2 To familiarize students with image enhancement and restoration techniques, different 
image compression techniques 

Course Outcomes: 

CO1 Analyze techniques such as image denoising, image segmentation, Image enhancement 
and edge detection. 

CO2 Apply spatial and frequency domain filters on an image data set.  
Course Outcomes (CO) to Programme Outcomes (PO) Mapping  

(Scale 1: Low, 2: Medium, 3: High) 
CO/P
O      

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 2 2 - 2 2 2 - - 2 - - 2 

CO2 2 2 1 2 3 3 - - 2 - - 3 

 
 
 

LIST OF EXPERIMENTS: 

1. Create a program to demonstrate Geometric transformations- Image rotation, scaling, and 

translation.  

2. Display of FFT (1-D & 2-D) of an image and apply Two-dimensional Fourier transform to 

represent the content of an image using the discrete Fourier transform (DFT) and masking 

with DFT. 
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3. Write a Program of Contrast stretching of a low contrast image, Histogram, and Histogram 

Equalization and Display of bit planes of an Image. 

4. Computation of Mean, Standard Deviation, Correlation coefficient of the given Image  

5.  Implementation of Image Smoothening Filters (Mean and Median filtering of an Image)  

6. Implementation of image sharpening filters and Edge Detection using Gradient Filters. 

7. Implementation of Image Compression by DCT, DPCM, HUFFMAN coding. 

8. Implementation of image restoring techniques. 

9. Implementation of Image Intensity slicing technique for image enhancement. 

10. Study and implement Canny edge detection Algorithm to images and compare it with the 

existing edge detection algorithms.  
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Semester: 6th    
Paper code: AIDS304T L T/P Credits 
Subject:  Fundamentals of Deep Learning 3 0 3 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                                        Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  To understand the intuition and mathematical principles behind deep learning. 
2.  To identify the common applications of deep learning for computer vision and NLP. 
3.  To explain the strength and challenges of deep learning as compared to the other forms of 

machine learning. 
4.  To generate images with various forms of auto-encoders 
Course Outcomes: 

CO1 Apply the basic building blocks and general principles for designing deep learning algorithms. 

CO2 Analyze the working of Convolution Neural Network for the given application. 

CO3 Implement Autoencoder, Recurrent Neural Network, LSTM and its variants for real life data-sets. 

CO4 Implement concepts of Genetic Adversial Networks and text classification algorithms 
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High 
 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 3 1 1 1 2 - - - 2 1 2 1 
CO2 3 1 1 1 2 1 1 1 2 1 2 2 
CO3 3 1 1 1 2 1 1 1 2 1 2 2 
CO4 3 1 1 1 2 1 1 1 2 1 2 2 
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Course Overview:  
The main objective of this course is to develop the understanding of key mathematical principles 
which are used behind the working of neural networks. Convolution Neural Networks and 
Recurrent Neural Networks have also been covered in this course. This course also provides the 
details for usage of Deep Learning for Natural Language Processing. 
 
 
Unit I:                             [10] 
Introduction to Deep Learning, Bayesian Learning, Overview of Shallow Machine Learning, 
Difference between Deep Learning and Shallow Learning,Linear Classifiers ,Loss Function and 
Optimization Techniques -Gradient Descent and batch optimization. 
      
Unit II:                       [10] 
Introduction to Neural Network, Biological Neuron, Idea of computational units, McCulloch–Pitts 
unit and Thresholding logic Artificial Neural Networks: Single Layer Neural Network, Multilayer 
Perceptron, Back Propagation through time. Architectural Design Issues. 
 
Unit III:           [10] 
Difficulty of training deep neural networks, Activation Function, Evaluating, Improving and Tuning 
the ANN.  Hyper parameters Vs Parameters, Greedy layer wise training, Recurrent Neural 
Networks, Long Short-Term Memory, Gated Recurrent Units, Bidirectional LSTMs, Bidirectional 
RNNs. 
 
Unit IV:            [10]  
Convolutional Neural Networks, , Building blocks of CNN, Transfer  Learning , Pooling Layers , 
Convolutional Neural Network Architectures.Well known case studies: LeNet, AlexNet, VGG-16, 
ResNet, Inception Net.Applications in Vision, Speech, and Audio-Video. 
 
Text Books: 
1. Richard O. Duda,” Pattern classification, Wiley, 2022  
2. Adam Gibson and Josh Patterson, “Deep Learning: A Practical approach”, 2017  
3. Deep Learning, Ian Goodfellow and Yoshua Bengio and Aaron Courville, MIT Press, 2016.  
 
Reference Books : 
1. Charu C. Aggarwal, “Neural Networks and Deep Learning”, 2018  
2. Duda, R.O. and Hart, P.E., Pattern classification. John Wiley & Sons, 2006. 

 
 
  

https://www.amazon.in/Deep-Learning-TensorFlow-JS-Projects-ebook/dp/B0B8H42X7W/ref=sr_1_3?adgrpid=1319415563053958&hvadid=82463731597821&hvbmt=bp&hvdev=c&hvlocphy=156086&hvnetw=o&hvqmt=p&hvtargid=kwd-82464355983013%3Aloc-90&hydadcr=8554_1928970&keywords=deep+learning+ian+goodfellow&qid=1684397483&sr=8-3
https://www.amazon.in/Deep-Learning-TensorFlow-JS-Projects-ebook/dp/B0B8H42X7W/ref=sr_1_3?adgrpid=1319415563053958&hvadid=82463731597821&hvbmt=bp&hvdev=c&hvlocphy=156086&hvnetw=o&hvqmt=p&hvtargid=kwd-82464355983013%3Aloc-90&hydadcr=8554_1928970&keywords=deep+learning+ian+goodfellow&qid=1684397483&sr=8-3
https://www.amazon.in/Deep-Learning-TensorFlow-JS-Projects-ebook/dp/B0B8H42X7W/ref=sr_1_3?adgrpid=1319415563053958&hvadid=82463731597821&hvbmt=bp&hvdev=c&hvlocphy=156086&hvnetw=o&hvqmt=p&hvtargid=kwd-82464355983013%3Aloc-90&hydadcr=8554_1928970&keywords=deep+learning+ian+goodfellow&qid=1684397483&sr=8-3
https://www.amazon.in/Deep-Learning-TensorFlow-JS-Projects-ebook/dp/B0B8H42X7W/ref=sr_1_3?adgrpid=1319415563053958&hvadid=82463731597821&hvbmt=bp&hvdev=c&hvlocphy=156086&hvnetw=o&hvqmt=p&hvtargid=kwd-82464355983013%3Aloc-90&hydadcr=8554_1928970&keywords=deep+learning+ian+goodfellow&qid=1684397483&sr=8-3
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Semester: 6th  
Paper code: AIDS304P L T/P Credits 
Subject:  Fundamentals of Deep Learning Lab 0 2 1 
Marking Scheme: 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

Instructions for Evaluators:                                                                       Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

3.  Implementation of deep learning models in Python and train them with real-world 
datasets. 

4.  Implementation of Convolution Neural Network (CNN), Recurrent Neural Network 
(RNN) and Deep Learning NLP in Python. 

Course Outcomes: 

CO1 Design and Implement Convolution Neural Network for object classification from images 
or video. 

CO2 Implement Autoencoder, Recurrent Neural Network, LSTM, its variants and Deep NLP. 
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 
CO1 2 1 1 1 2 1 1 1 2 1 2 2 
CO2 2 1 1 1 2 1 1 1 2 1 2 2 

 

 

LIST OF EXPERIMENTS: 

1. To explore the basic features of Tensorflow and Keras packages in Python 

2. Implementation of ANN model for regression and classification problem in Python. 

3. Implementation of Convolution Neural Network for MRI Data Set in Python. 

4. Implementation of Autoencoders for dimensionality reduction in Python. 

5. Application of Autoencoders on Image Dataset. 
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6. Improving Autocoder’s Performance using convolution layers in Python (MNIST Dataset to be 

utilized). 

7. Implementation of RNN model for Stock Price Prediction in Python 

8. Using LSTM for prediction of future weather of cities in Python 

9. Implementation of transfer learning using the pre-trained model (MobileNet V2) for image 

classification in Python. 

10. 10. Implementation of transfer learning using the pre-trained model (VGG16) on image 

dataset in Python. 

11. NLP Analysis of Restaurant Reviews in Python. 

12. Building a NLP model for Spam Detection using TFIDF (Term Frequency Inverse Document 

Frequency Vectorizer). 
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Semester: 6th     
Paper code: AIDS306T L T/P Credits 
Subject:  Big Data Analytics 3 0 3 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                 Maximum Marks: 75 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question 

should have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the 

syllabus. Every unit should have two questions. However, students may be asked to 
attempt only 1 question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of 
course/paper. The standard/ level of the questions to be asked should be at the level 
of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1.  To introduce the concept of big data and its types. 
2.  To analyze different types of virtualizations to work with big data 
3.  To apply different analytics in big data 
4.  To familiarize the students with Hadoop ecosystem and its distribution 

Course Outcomes: 
CO1 Understand the concept of big data and its types. 
CO2 Analyze different types of virtualizations to work with big data 
CO3 Apply Map Reduce fundamentals and different analytics in big data 
CO4 Design the Hadoop ecosystem and its distribution 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O 

PO0
1 

PO0
2 

PO
03 

PO0
4 

PO0
5 

PO0
6 

PO0
7 

PO0
8 

PO0
9 

PO1
0 

PO1
1 

PO1
2 

CO1 1 1 1 1             1 2 
CO2 2 2 2 2 1           1 2 
CO3 3 2 2 2 2 1     1   2 3 
CO4 3 3 2 2 3 1 1 1 2   2 3 
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Course Overview: 
 
Big data analytics is a field of study that focuses on the use of various analytical and statistical 
methods to extract insights, patterns, and trends from large and complex data sets. The goal of 
this course is to help businesses and organizations make more informed decisions, improve 
operational efficiency, and identify new business opportunities. 
 
UNIT I:                                       [10] 
Introduction to Big Data- The Evolution of Data Management, Defining Big Data, Understanding 
the Waves of Managing Data, building a Successful Big Data Management Architecture, 
Examining Big Data Types: Structured Data, Unstructured Data. Putting Big Data Together. Brief 
History of Distributed Computing, Basics of Distributed Computing for big data. 

 
UNIT II:                                   [10] 
Exploring the Big Data Stack- Layer 0: Redundant Physical Infrastructure, Layer 1: Security 
Infrastructure, Layer 2: Operational Databases, Layer 3: Organizing Data Services and Tools, Layer 
4: Analytical Data Warehouses. Big Data Analytics, Big Data Applications.  

Virtualization: Basics of Virtualization, Server virtualization, Application virtualization, Network 
virtualization, Processor and memory virtualization, Data and storage virtualization, Managing 
Virtualization with the Hypervisor, Implementing Virtualization to Work with Big Data. 

 

UNIT III:                               [10] 
Analytics and Big Data- Basic analytics, Advanced analytics, Operationalized analytics, Monetizing 
analytics, Text Analytics and Big Data, Social media analytics, Text Analytics Tools for Big Data, 
Attensity, Clarabridge, OpenText. 
MapReduce Fundamentals- Understanding the map function, Adding the reduce function.  
Anatomy of a Map Reduce Job Run, Failures, Job Scheduling, Shuffle and Sort, Task Execution, Map 
Reduce Types and Formats, Map Reduce Features. 
 

UNIT IV:                             [10] 
Exploring Hadoop- Hadoop & its Features, Hadoop Ecosystem, Hadoop 2.x Core Components, 
Hadoop Storage: Understanding the Hadoop Distributed File System, Hadoop Processing: 
MapReduce Framework, Different Hadoop Distributions. Pig: Introduction to PIG, Execution 
Modes of Pig, Comparison of Pig with Databases, Grunt, Pig Latin, User Defined Functions, Data 
Processing operators. 
HDFS (Hadoop Distributed File System): The Design of HDFS, HDFS Concepts, Command Line 
Interface, Hadoop file system interfaces, Data flow, Data Ingest with Flume and Scoop and Hadoop 
archives, Hadoop I/O: Compression, Serialization, Avro and File-Based Data structures.  



 

 GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY, 
EAST DELHI CAMPUS, 

SURAJMAL VIHAR-110092 

 

Approved by BoS of USAR : 1/08/22,                 Approved by AC sub-committee : 29/08/22 
Applicable from Batch Admitted in Academic Session 2021-22 Onwards                                  Page | 77 

 
Textbooks: 

1. Judith S. Hurwitz, Alan F. Nugent, Fern Halper, Marcia A. Kaufman, “Big Data For Dummies”, 
John Wiley & Sons, Inc.(2013)  

2. Robert D. Schneider, “Hadoop For Dummies”, John Wiley & Sons, Inc. (2012) 
3. Tom White “Hadoop: The Definitive Guide” Third Edit on, O’reily Media, 2012.  
4. Seema Acharya, Subhasini Chellappan, "Big Data Analytics" Wiley 2015.  

 
Reference Books: 

1. Paul Zikopoulos, “Understanding Big Data: Analytics for Enterprise Class Hadoop and 
Streaming Data”, McGraw Hill (2012). 

2. Nathan Marz, James Warren, “Big Data: Principles and best practices of scalable realtime 
data systems”, Manning Publications (2015) 

3. Holden Karau, Andy Konwinski, Patrick Wendell, Matei Zaharia, “Learning Spark: Lightning-
Fast Big Data Analysis”, O. Reilly Media, Inc. (2015). 
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Semester: 6th     
Paper code: AIDS306P L T/P Credits 
Subject:  Big Data Analytics Lab 0 2 1 
Marking Scheme 
Teachers Continuous Evaluation: 40 Marks 
End term Examination: 60 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                  Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class commencement 

under the intimation to the office of the HOD/ Institution in which they appear is being offered 
from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 
1 To analyse and implement different frame work tools by taking sample data sets. 
2 To illustrate and implement the concepts by taking an application problem. 
Course Outcomes: 
CO1 Analyse the Big Data using Map-reduce programming in Hadoop framework. 
CO2 Apply concepts of big data analytics to conduct experiments, as well as to analyze and 

interpret big data.  
Course Outcomes (CO) to Programme Outcomes (PO) Mapping  

(Scale 1: Low, 2: Medium, 3: High) 
CO/P
O 

PO0
1 

PO0
2 

PO
03 

PO0
4 

PO0
5 

PO0
6 

PO0
7 

PO0
8 

PO0
9 

PO1
0 

PO1
1 

PO12 

CO1 2 2 2 1 2   1   1     2 
CO2 2 2 2 2 2     1 1 1 2 3 

 
 
LIST OF EXPERIMENTS:  

1. Install Apache Hadoop. 

2. Develop a map reduce program to calculate the frequency of a given word in a given file. 

3. Develop a map reduce program to find the maximum temperature in each year. 

4. Develop a map reduce program to find the grade of students. 

5. Develop a map reduce program to implement matrix multiplication. 

6. Develop a map reduce program to find the maximum electrical consumption in each year 

given electrical consumption for each month in each year. 

7. Develop a map reduce program to analyze weather data set and print whether the day is 

shiny or cool day. 
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8. Develop a map reduce program to find the tags associated with each movie by analyzing 

movie lens data. 

9. Develop a map reduce program to analyze Uber data set to find the days on which each 

basement has more trips using the following data set. The uber data set consists of four 

columns they are: 

Dispatching, base, no. date active, vehicle trips.  

10. Develop a map reduce program to analyze titanic dataset to find the average age of the 

people (both male and female) who died in the tragedy. How many people survived in each 

class. 

11. Develop a program to calculate the maximum recorded temperature year wise for the 

weather data set in Pig Latin. 

12. Write queries to sort and aggregate the data in a table using HiveQL. 
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Semester: 6th 
Paper code: AIDS308T L T/P Credits 
Subject:  Next Generation Databases 3 0 3 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                    Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. Every 

unit should have two questions. However, students may be asked to attempt only 1 question from 
each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required 
Course Objectives: 
1 To introduce the different database revolutions. 
2 To analyze different types of relational and non-relational databases. 
3 To apply different types of consistency models in MongoDB and Hbase. 
4 To familiarize the students with different data models and programming languages for 

database revolutions. 
Course Outcomes: 
CO1 Understand the concepts of database revolutions and the need of Hadoop ecosystem. 
CO2 Analyze different types of relational and non-relational databases. 
CO3 Apply different types of consistency models 
CO4 Design different databases using Spark SQL and Apache Drill. 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping  

(Scale 1: Low, 2: Medium, 3: High 
CO/P
O 

PO01 PO02 PO
03 

PO0
4 

PO05 PO0
6 

PO0
7 

PO08 PO09 PO10 PO11 PO12 

CO1 1 1 1 1 2 1           2 
CO2 2 2 2 2 1       1   1 2 
CO3 2 2 2 2 1     1 1   1 2 
CO4 3 2 2 3 2     1 1 1 2 3 

 
 
 
Course Overview:  
 

The subject gives a detailed overview on the next generation databases introducing the different 
database revolutions including the Big Data revolution and NoSQL. The students are introduced to 
various data models for Storage. Languages and programming interfaces like NoSQL, Spark SQL 
and Apache Drill are also discussed in the subject. 
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UNIT I:                                                                              [10] 
Database Revolutions: Early Database Systems, The First Database Revolution, The Second 
Database Revolution, The Third Database Revolution.  
The Big Data Revolution: Cloud, Mobile, Social, and Big Data. Google: Pioneer of Big Data. 
Hadoop: Open-Source Google Stack: Hadoop’s Origins, The Power of Hadoop, Hadoop’s 
Architecture, HBase, Hive, Pig. The Hadoop Ecosystem.  
Scaling Web 2.0: Sharding, CAP Theorem 
 
UNIT II:                                                               [10] 
Document Databases: XML and XML Databases, JSON Document Databases, Data Models in 
Document Databases, MongoDB 
Graph Databases: RDBMS Patterns for Graphs, RDF and SPARQL, Property Graphs and Neo4j, 
Gremlin, Graph Database Internals, Graph Compute Engines 
Column Databases: Data Warehousing Schemas, The Columnar Alternative, Sybase IQ, C-Store, 
and Vertica, Column Database Architectures 
 
UNIT III:                          [10] 
Distributed Database Patterns: Distributed Relational Databases, Nonrelational Distributed 
Databases, MongoDB Sharding and Replication, HBase, Cassandra. 
Consistency Models: Types of Consistency, Consistency in MongoDB, HBase Consistency 
 
UNIT IV:                                                                                                                                                      [10] 
Data Models and Storage: Review of the Relational Model of Data, Key-value Stores, Data Models 
in BigTable and HBase, Cassandra, JSON Data Models. Typical Relational Storage Model, Log-
structured Merge Trees, Secondary Indexing. 
Languages and Programming Interfaces: SQL, NoSQL APIs, Impala, Spark SQL, Couchbase N1QL, 
Apache Drill. 
 

Text Books:  
1. Guy Harrison, “Net Generation Databases”, Apress 2015  

 
Reference Books:  

1. Abraham Silberschatz, Henry F. Korth  , S. Sudarshan, “Database System Concepts”, 
McGraw Hill Education, 2013. 

2. Adam Fowler, “NoSQL For Dummies”, Wiley, 2015. 
  

https://www.amazon.in/s/ref=dp_byline_sr_book_1?ie=UTF8&field-author=Abraham+Silberschatz&search-alias=stripbooks
https://www.amazon.in/Henry-F-Korth/e/B001H6UQRI/ref=dp_byline_cont_book_2
https://www.amazon.in/s/ref=dp_byline_sr_book_3?ie=UTF8&field-author=S.+Sudarshan&search-alias=stripbooks
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Semester: 6th  
Paper code: AIDS308P L T/P Credits 
Subject:  Next Generation Databases Lab 0 2 1 
Marking Scheme 
Teachers Continuous Evaluation: 40 Marks 
End term Examination: 60 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                      Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in 
the experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 
1 To create NOSQL databases using proper rules. 
2 To implement projection and indexing in databases. 
Course Outcomes: 
CO1 Use the basics of MongoDB commands and construct queries for database creation 

and interaction. 
CO2 Apply database principles for NOSQL databases to implement database connectivity 

with programming languages. 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping  

(Scale 1: Low, 2: Medium, 3: High 
CO/P
O      PO01 PO02 PO0

3 PO04 PO
05 

PO0
6 

PO0
7 PO08 PO09 PO10 PO11 PO12 

CO1 2 2 2 1 2 1     1   2 2 

CO2 3 3 2 2 2 1   1 2 1 1 3 

 
List of Experiments:  
 
1. Study of Open Source NOSQL Database: MongoDB (Installation, Basic CRUD operations, 

Execution). 

2. Demonstrate how to create and drop database in MongoDB. 

3. Creating the Collection in MongoDB. 

4. a. Creating collection with options before inserting the documents and drop the collection 

created. 



 

 GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY, 
EAST DELHI CAMPUS, 

SURAJMAL VIHAR-110092 

 

Approved by BoS of USAR : 1/08/22,                 Approved by AC sub-committee : 29/08/22 
Applicable from Batch Admitted in Academic Session 2021-22 Onwards                                  Page | 83 

b. Insert Documents in MongoDB collections.  

5. To show limit () ,skip(), sort() methods in MongoDB. 

6. To implement MongoDB projection. 

7. MongoDB indexing. 

a. Create index in MongoDB 

b. Finding the indexes in a collection 

c. Drop indexes in a collection 

d. Drop all the indexes 

8. Create simple objects and array objects using JSON 

9. Implement Map reduce operation with suitable example using MongoDB. 

10. Write a program to implement MongoDB database connectivity with PHP/ python/Java 

Implement Database navigation operations (add, delete, edit etc.) using ODBC/JDBC. 
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Semester: 6th     
Paper code: AIDS310T L T/P Credits 
Subject:  TIME SERIES ANALYSIS AND FORECASTING 3 0 3 
Marking Scheme    
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 

   

INSTRUCTIONS TO PAPER SETTERS:                                                                          Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should 

have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the 

syllabus. Every unit should have two questions. However, students may be asked to 
attempt only 1 question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. 
The standard/ level of the questions to be asked should be at the level of the prescribed 
textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1.  To learn about important time series models and their applications in various fields. 
2.  To use statistical software to estimate the models from real data, and draw conclusions 

and develop solutions from the estimated models. 
3.  To communicate the statistical analyses of substantial data sets through explanatory 

text, tables and graphs. 
4.  To combine and adapt different statistical models to analyze larger and more complex 

data. 
Course Outcomes: 
CO1 Knowledge of basic concepts in time series analysis and forecasting. 
CO2 Understanding the use of time series models for forecasting and the limitations 

of the methods. 
CO3 Ability to criticize and judge time series regression models. 
CO4 Compare with multivariate time series and other methods of applications. 

 

 
 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping        
   (Scale 1: Low, 2: Medium, 3: High) 

CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 
CO1 1 1 1 1 2 1           2 

CO2 2 2 2 2 1       1   1 2 

CO3 2 2 2 2 1     1 1   1 2 

CO4 3 2 2 3 2     1 1 1 2 3 
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Course Overview: 

The course will provide a basic introduction to modern time series analysis. The course will cover 
time series regression and exploratory data analysis, ARMA/ARIMA models, model 
identification/estimation/linear operators. It involves identifying patterns and trends in time-
varying data and making forecasts and predictions based on these patterns. 
 
UNIT I                               [10] 
INTRODUCTION OF TIME SERIES ANALYSIS: Introduction to Time Series and Forecasting, Different 
types of data, Internal structures of time series. Models for time series analysis, Autocorrelation 
and Partial autocorrelation. Examples of Time series Nature and uses of forecasting, Forecasting 
Process, Data for forecasting, Resources for forecasting. 
STATISTICS BACKGROUND FOR FORECASTING: Time Series Plots, Plotting Smoothed Data, 
Numerical Description of Time Series Data, Use of Data Transformations and Adjustments, General 
Approach to Time Series Modeling and Forecasting, Evaluating and Monitoring Forecasting Model 
Performance. 
 
UNIT II                                                                                                                                          [10] 
TIME SERIES REGRESSION MODEL: Introduction Least Squares Estimation in Linear Regression 
Models, Statistical Inference in Linear Regression, Prediction of New Observations, Model 
Adequacy Checking, Variable Selection Methods in Regression, Generalized and Weighted Least 
Squares, Regression Models for General Time Series Data, Exponential Smoothing, First order and 
Second order. 
 
UNIT III                                                                                                                                          [10] 
AUTOREGRESSIVE INTEGRATED MOVING AVERAGE (ARIMA) MODELS: Autoregressive Moving 
Average (ARMA) Models, Stationarity and Invertibility of ARMA Models, Checking for Stationarity 
using Variogram, Detecting Non stationarity, Autoregressive Integrated Moving Average (ARIMA) 
Models, Forecasting using ARIMA, Seasonal Data, Seasonal ARIMA Models Forecasting using 
Seasonal ARIMA Models Introduction, Finding the “BEST” Model, Example: Internet Users 
DataModel Selection Criteria - Impulse Response Function to Study the Differences in Models 
Comparing Impulse Response Functions for Competing Models . 
 
UNIT IV                                                                                                                                           [10] 
MULTIVARIATE TIME SERIES MODELS AND FORECASTING: Multivariate Time Series Models and 
Forecasting, Multivariate Stationary Process, Vector ARIMA Models, Vector AR (VAR) Models, 
Neural Networks and Forecasting Spectral Analysis, Bayesian Methods in Forecasting.  
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Textbooks: 

1. Introduction To Time Series Analysis and Forecasting, 2nd Edition, Wiley Series In 
Probability And Statistics, By Douglas C. Montgomery, Cheryl L. Jen (2015) 

2. Master Time Series Data Processing, Visualization, And Modeling Using Python Dr. Avishek 
Pal Dr. Pks Prakash (2017) 

3. Time Series Analysis and Forecasting by Example Søren Bisgaard, Murat Kulahci, Technical 
University of Denmark Copyright © 2011 By John Wiley & Sons, Inc. All Rights Reserved. 

 
Reference Books: 

1. Peter J. Brockwell Richard A. Davis Introduction to Time Series and Forecasting 
Third Edition. (2016). 

2. Multivariate Time Series Analysis and Applications William W.S. Wei Department of 
Statistical Science Temple University, Philadelphia, PA, SA This edition first published 2019 
John Wiley & Sons Ltd. 
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Semester: 6th     
Paper code: AIDS310P L T/P Credits 
Subject:  Time Series analysis and Forecasting Lab 0 2 1 
Marking Scheme 
Teachers Continuous Evaluation: 40 Marks 
End term Examination: 60 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                        Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class commencement under 

the intimation to the office of the HOD/ Institution in which they appear is being offered from the 
list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 
1 To introduce a variety of statistical models for time series  
2 To understand the characteristics of Time series data using different time series models.   
Course Outcomes: 
CO1 Analysis of time series data and learn basic concepts in time series regression and 

Modeling. 
CO2 Apply concepts of spectral analysis and space-time models and analysis of time series data. 

 
 
 
List of Experiments: 
 

1. Exploratory analysis of time series data: Explore real world time series data set and visualize 
the data using various techniques, such as line charts, scatter plots, and time series 
decomposition. 

2. Develop a program to understand Time Series Data Cleaning Model and Loading and 
Handling Times series data. 

3. Study and differentiate several Pre-processing Techniques in Time Series analyses.  
4. Write a Program to Check Stationarity of a Time Series data. 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O      

PO0
1 

PO0
2 

PO0
3 

PO0
4 

PO0
5 

PO0
6 

PO0
7 

PO0
8 

PO0
9 

PO1
0 

PO1
1 

PO
12 

CO1 2 2 1 3 2     2 2 2 

CO2 2 2 3 3 3     2 2 2 
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5. Create a system of Estimating & Eliminating Trend with the following: 
• Aggregation 
• Smoothing 
• Polynomial Fitting 

6. Develop a program for Smoothing and Exponential smoothing of the Time analysis Data. 
7. Write a program to check out the Time series Linear and non-linear trends. 
8. Build an ARIMA model for a given time series data set, including identifying the order of 

differencing, selecting the appropriate AR and MA parameters, and evaluating the model's 
performance using various metrics, such as AIC, BIC, and MSE. 

9. Write a program to demonstrate seasonal autoregressive integrated moving average 
model (SARIMA) 

10. Create a system to demonstrate dependence Techniques using  
• Multivariate Analysis of Variance and Covariance 
• Canonical Correlation Analysis 

11. Write a program to demonstrate factor analysis and cluster analysis  
12. Forecasting: Create predictions and forecasts for a given time series data set using various 

techniques, such as ARIMA forecasting, exponential smoothing, and state space models 
and evaluate the accuracy of their forecasts using various metrics, such as MAPE, MAE, and 
RMSE. 

13. Time series regression: Build a time series regression model that includes one or more 
explanatory variables and use it to make predictions and forecasts. Interpret the 
coefficients and assess the goodness of fit of the model using various metrics, such as R-
squared and adjusted R-squared. 
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Semester: 6th     
Paper code: AIDS312T L T/P Credits 
Subject:  Social Network Analytics 3 0 3 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                   Maximum Marks: 75 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  To Understand the components and entities of the social network 
2.  To analyze social media data to comprehend user sentiments and recommend the 

essential information appropriately. 
3.  Model and visualize the social network 
4.  Detect and analyze the communities in social networks 

Course Outcomes: 
CO1 Understand the key concepts and theories of social network analysis. 
CO2 Analyze social network data: Students should be able to collect, preprocess, and analyze 

social network data using various tools and software packages, such as Gephi, NetworkX, 
and R 

CO3 Design a system to assimilate information available on the web to model and build Social 
Network Application 

CO4 Apply social network analysis to real-world problems in various fields and develop 
strategies and recommendations based on their findings. 

 

 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping          
 (Scale 1: Low, 2: Medium, 3: High) 

CO/PO PO01 PO02 PO0
3 

PO04 PO05 PO0
6 

PO07 PO08 PO09 PO10 PO11 PO12 

CO1 2 1 2 - - 1 - - - - 1 - 

CO2 2 1 2 1 3 1 - 1 1 1 1 1 

CO3 2 1 2 1 - 1 - 1 - 1 1 - 

CO4 2 1 2 1 2 2 1 1 1 1 1 1 
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Course Overview: 
This course explores the use of social network analysis to understand the growing connectivity and 
complexity in the world around us on different scales-ranging from small groups to the World Wide 
Web. It examines how we create social, economic, and technological networks, and how these 
networks enable and constrain our attitudes and behavior. The course will discuss how social 
network concepts, theories, and visual-analytic methods are being used to map, measure, 
understand, and design a wide range of phenomena such as social networking sites, recommender 
systems, trust and reputation systems, search engines. 
 
 
 
 
 
UNIT-I                                                                                                                                                           [10] 
Fundamentals of Social Network Analysis: Social Network Perspective, Fundamentals concepts in 
Network Analysis: Sociogram, Sociometry. Social Network Data: Types of Networks: One-Mode, 
Two-Mode, Affiliation, Ego-centered and Special Dyadic Networks, Network Data, Measurement 
and Collection, Notations for Social Network Data: Graphs, Directed, Singed, Valued graphs, 
Multigraph, Relations and Matrices. 
 
UNIT-II                                                                                                                                                        [10] 
Centrality and Prestige: Prominence: Actor-Centrality, Prestige, Group-Centrality, Prestige, Non 
directional Relations-Degree, Closeness, Betweenness, Eigen Vector Centrality, Directional 
Relations-Centrality, Prestige. 
Structural Balance and Transitivity: Structural Balance: Signed Non directional, Signed Directional 
Relations, Checking for Balance, Index for Balance, Clusterability-Theorems, Clustering Coefficient 
and Transitivity. 
 
UNIT-III                                                                                                                                     [10] 
Cohesive Subgroups: Social Group and Subgroup-Notation, Subgroups Based on Complete 
Mutuality: Clique, Reachability and Diameter: n-cliques, n-clans and n-clubs, Subgroups Based on 
Nodal Degree: k-plexes, k-cores, Measures of Subgroup Cohesion, Community detection using 
Subgroups and Betweenness. 
Roles and Positions: Structural Equivalence: Definition, Social Roles and, Positional Analysis, 
Measuring Structural Equivalence, Representation of Network Positions, Block Models-
Introduction, Network Positions and roles-Introduction 
 
UNIT-IV                                                                                                                                     [10] 
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Dyadic and Triadic Methods: Dyads: Definitions, Dyad Census, Index, Simple Distributions, Triads: 
Random Models and Substantive Hypotheses, Triad Census, Distribution of a Triad Census- Mean 
and Variance, Testing Structural Hypotheses. 
Models in Social Network: Small world network- Watt Strogatz networks - statistical models for 
social networks - network evaluation model - Preferential attachment - power law - Random Model 
: Erdos -Renyi model - Barabasi Albert model - Epidemic model - Case study: Text and opinion 
Analysis 
 

Textbooks: 
1. Wasserman Stanley, and Katherine Faust, Social Network Analysis: Methods and 

Applications, Structural Analysis in the Social Sciences. Cambridge University Press, 2012 
Online Edition. 

2. Albert-László Barabási, Network Science, Cambridge University Press, 1st edition, 2016. 
 

Reference Books: 
1. John Scott, "Social Network Analysis", Sage Publications Ltd., Fourth Edition, 2017. 
2. David Knoke & Song Yang, "Social Network Analysis", Sage Publishing, Third Edition, 2020 
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Semester: 6th     
Paper code: AIDS312P L T/P Credits 
Subject:  Social Network Analytics Lab 0 2 1 
Marking Scheme 
Teachers Continuous Evaluation: 40 Marks 
End term Examination: 60 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                        Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in 
the experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1 Understand the components of the social network 
2 Analyze social media data to understand user sentiment and recommend the 

requisite information accordingly 
3 Model and visualize the social network 
4 Apply algorithms to solve research problems on social network and analyze the 

communities in social networks. 
Course Outcomes: 
CO1 Develop social network applications using visualization tools. 
CO2 Design a system to harvest information available on the web to model and build Social 

Network Application 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping  

(Scale 1: Low, 2: Medium, 3: High) 
CO/P
O      

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 2 2 2 2 3 1 - 1 - 1 1 - 

CO2 2 2 2 2 3 2 1 1 1 1 1 1 

 
 

 

LIST OF EXPERIMENTS: 

1. Study and demonstrate to find the basic properties of a Graph/Social Network.  

2. Demonstrate the calculation of Centrality measures.  

3. Demonstrate the ranking of web pages in a web graph.  

4. Find divisions in a Social Network.  

5. Implement Community Detection algorithms on a Social Network.  
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6. Demonstrate modeling of Social Networks.  

7. Visualize a multidimensional Social Network.  

8. Applications of Classification and Clustering on a Social Network.  

9. Design and implement a Sentiment Analyzer.  

10. Design and implement a Social Network. 
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Semester: 6th     
Paper code: AIDS314T/AIML316T L T/P Credits 
Subject:  Quantum Computing 4 0 4 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                           Maximum Marks: 60 
1. There should be 9 questions in the end term examination question paper 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question 

should have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the 

syllabus. Every unit should have two questions. However, students may be asked to 
attempt only 1 question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the 
course/paper. The standard/ level of the questions to be asked should be at the level 
of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1.  To enable the students to understand the quantum computing and quantum 

information in depth. 
2.  To analyze quantum algorithms and compare effectiveness versus classical algorithm 
3.  To impart knowledge about the quantum-mechanical phenomena such as 

superposition and entanglement to perform computation 
4.  To apply elementary operations to develop more sophisticated applications of 

quantum computing. 
Course Outcomes: 

CO1 Analyse the behavior of basic quantum algorithms. 

CO2 Implement simple quantum algorithms and information channels in the quantum 
circuit model. 

CO3 Simulate a simple quantum error-correcting code. 

CO4 Gain insights into quantum security. 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O 

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO1
2 

CO1 2 1 2 - - 1 - - - - 1 - 
CO2 2 1 2 1 3 1 - 1 1 1 1 1 
CO3 2 1 2 1 - 1 - 1 - 1 1 - 
CO4 2 1 2 1 2 2 1 1 1 1 1 1 
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Course Overview: 
The course will help students not only in specialising in the existing and changing technologies but 
also in various fields of R&D and electronic manufacturing.  Since Quantum computers can solve 
computational problems faster than classical computers, Quantum Computing will help you surge 
ahead in your career. Quantum Computing course will help you solve problems above a specific 
size and complexity.  
 
UNIT I: Introduction: Quantum Measurements                                                                                 [10] 
Introduction to Quantum Mechanics and Quantum Computing, Applications and Future of 
Quantum computing, Quantum Gates and Circuits. Optical approaches to Quantum Computing. 
Limits of approaches 
 
UNIT II: Quantum Basics and Principles              [10] 
Quantum Basics and Principles: No cloning theorem & Quantum Teleportation, Bell’s inequality 
and its implications, Quantum Algorithms & Circuits. Quantum Measurements Density Matrices, 
Fragility of quantum information: Decoherence, Quantum Superposition, and Entanglement 
 
UNIT III: Algorithms                                    [10] 
Algorithms: Deutsch and Deutsch–Jozsa algorithms, Grover’s Search Algorithm, Quantum Fourier 
Transform, Shore’s Factorization Algorithm. Quantum Computing Models: NMR Quantum 
Computing, Spintronics, Linear Optical MODEL, Nonlinear 
 
UNIT IV: Performance, Security and Scalability                                                                                  [10] 
Performance, Security and Scalability: Quantum Error Correction: Fault tolerance; Quantum 
Cryptography, Implementing Quantum Computing: issues of fidelity; Scalability in quantum 
computing. 
 
Text Books: 
1. Eric R. Johnston, Nic Harrigan, Mercedes and Gimeno-Segovia “Programming Quantum 

Computers: Essential Algorithms and Code Samples, SHROFF/ O’Reilly. 
2. V.K Sahni, Quantum Computing (with CD), TATA McGraw-Hill. 
 
Reference Books: 
1. Chris Bernhardt, Quantum Computing for Everyone (The MIT Press). 
2. Michael A. Nielsen and Issac L. Chuang, “Quantum Computation and Information”, Cambridge 

(2002). 
3. Riley Tipton Perry, “Quantum Computing from the Ground Up”, World Scientific Publishing Ltd 

(2012). 
4. Scott Aaronson, “Quantum Computing since Democritus”, Cambridge (2013). 
5. P. Kok, B. Lovett, “Introduction to Optical Quantum Information Processing”, Cambridge. 
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Semester: 6th     
Paper code: AIDS316T/AIML318T L T/P Credits 
Subject:  Cognitive Computing 4 0 4 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                                               Maximum Marks: 60 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should 

have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the 

syllabus. Every unit should have two questions. However, students may be asked to 
attempt only 1 question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the 
course/paper. The standard/ level of the questions to be asked should be at the level of 
the prescribed textbooks. 

5. Instructors can add any other additional experiments over and above the mentioned in 
the experiment list which they think is important. 

6. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1 Identify how the concept of cognitive computing evolved. 
2 Analyze the working of hardware and software technologies behind the cognitive 

computing. 
3 Interpretation of how Artificial Intelligence, Natural Language Processing and Big Data 

Analytics contribute towards cognitive computing solutions. 
4 Identify new use cases and applications of cognitive computing. 

Course Outcomes: 
CO1 To identify how the concept of cognitive computing evolved. 
CO2 To analyze the elements that make up a cognitive computing system. 
CO3 To conceptualize how Artificial Intelligence, Natural Language Processing and Big Data 

Analytics contribute towards cognitive computing solutions. 
CO4 To implement the cognitive models that apply to different real-life scenarios. 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping  

(Scale 1: Low, 2: Medium, 3: High) 
CO/P
O 

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO12 

CO1 2 1 2 - - - - - - - 1 - 
CO2 2 1 2 1 3 - - - 1 1 1 1 
CO3 2 1 2 1 - - - - - 1 1 - 
CO4 2 1 2 1 2 - - - 1 1 1 1 
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Course Overview:  

This course has been designed to make students understand cognitive computing’s underlying 
technologies. This course covers knowledge representation techniques and natural language 
processing algorithms and dynamic learning approaches based on accumulated evidence rather 
than reprogramming. Number of case studies have also been covered as part of this course to help 
the students go through step-by-step design and testing of cognitive systems. The IBM’s Watson 
cognitive platform has also been covered in the syllabus.   

Unit I                 [10] 
Introduction: Foundations of cognitive computing, Elements of cognitive system, Two systems of 
judgement and choice, Understanding complex relationship between systems, Design principles 
for cognitive systems, NLP in support of cognitive systems, Applying NLP to business problems. 
 
Unit II                 [10]  
Relationship between big data and cognitive computing: Dealing with human generated data, 
Analytical data warehousing, Data in motion and streaming data, Integration of big data with 
traditional data, Knowledge representation models. 
 
Unit III                             [10]  
Advanced analytics to cognitive computing: Key capabilities in advanced computing, Using 
advanced analytics to create value, Impact of open source tools on advanced analytics, Role of 
cloud and distributed computing in cognitive computing: Cloud computing models, Delivery 
models of cloud, Managing workloads, Security and governance, Data integration and 
management in cloud. 
 
Unit IV                 [10] 
Business implications of cognitive computing, IBM’s watson as a cognitive system, Process of 
building a cognitive application, Emerging cognitive areas and future applications, Case Studies: 
Cognitive healthcare application and smarter cities: cognitive computing in government. 
 
Textbooks:  

1. Judith S. Hurwitz, Marcia Kaufman, Adrian Bowles, Cognitive Computing and Big Data 
Analytics, Wiley, 2015. 

2. Rob High and Tanmay Bakshi, Cognitive Computing with IBM Watson: Build Smart 
Applications Using Artificial Intelligence as a Service (1 ed.), 2019.  

 
Reference Books: 

1. José Luis Bermúdez, Cognitive Science: An Introduction to the Science of the Mind (3 ed.), 
Cambridge University Press, 2020. ISBN 978-1108440349.  

2. Adnan Masood and Adnan Hashmi, Cognitive Computing Recipes 
3. Artificial Intelligence Solutions Using Microsoft Cognitive Services and TensorFlow, 

Foreword by Matt Winkler, Apress  
 

https://learning.oreilly.com/search/?query=author:
https://learning.oreilly.com/search/?query=author:
https://learning.oreilly.com/search/?query=author:
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Semester: 6th     
Paper code: AIDS318T/AIML320T L T/P Credits 
Subject:  Biomedical Data Analysis 4 0 4 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                   Maximum Marks: 60 

1. There should be 9 questions in the end term examination question paper 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should 

have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the 

syllabus. Every unit should have two questions. However, students may be asked to 
attempt only 1 question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the 
course/paper. The standard/ level of the questions to be asked should be at the level of 
the prescribed textbooks. 

5. Instructors can add any other additional experiments over and above the mentioned in 
the experiment list which they think is important. 

6. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1 To familiarize students with Fundamentals of Biomedical Image Processing 
2 To use image processing techniques in different biomedical applications 
3 To analyze Multi-Scale and Multi-Orientation Medical Image 
4 To apply Feature Extraction and Selection for Decision Making in biomedical 

applications 
Course Outcomes: 
CO1 Understand the fundamentals of biomedical data analytics 
CO2 Analyze image processing techniques in different biomedical applications 
CO3 Apply Texture Features in biomedical applications 
CO4 Design decision making based solutions for medical diagnosis  
Course Outcomes (CO) to Programme Outcomes (PO) Mapping  

(Scale 1: Low, 2: Medium, 3: High) 
CO/P
O 

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1  1 - 1 - 1 - - 2 1 - 2 
CO2 1 2 1 1 1 1 2 1 2 2 2 2 
CO3 2 2 1 1 1 1 2 1 2 2 2 2 
CO4 2 2 2 2 2 2 2 2 3 2 3 3 
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Prerequisite: Fundamentals of Machine Learning and Data Mining Concepts. 
 
Course Overview: 
 

The aim of Biomedical Data Analysis is to equip students with the necessary skills and knowledge 
to analyze and interpret complex biomedical data. The course aims to provide students with a solid 
understanding of the different types of biomedical data and the methods and techniques used for 
their analysis. 
  
UNIT I:                                                                               [10] 
Fundamentals of Biomedical Image Processing: Introduction, Medical Image Formation, Image 
Enhancement, Image Data Visualization, Visual Feature Extraction, Segmentation, Classification, 
Quantitative Measurements and Interpretation, Image Management        
Fusion of PET and MRI for Hybrid Imaging: Positron Emission Tomography, Magnetic Resonance 
Imaging, Hybrid PET Fusion System 
 
UNIT II:                                                              [10] 
Cardiac 4D Ultrasound Imaging: The Role of Ultrasound in Clinical Cardiology, Principles of 
Ultrasound Image Formation, Limitations of 2D Cardiac Ultrasound, Approaches Towards 3D 
Cardiac Ultrasound, Validation of 3D Cardiac Ultrasound Methodologies, Remaining Challenges in 
4D Cardiac Ultrasound. 
Morphological Image Processing Applied in Biomedicine: Introduction, Binary Morphology, Gray-
Scale Operations, Watershed Segmentation, Segmentation of Diffusion MRI           
  
UNIT III:                                                               [10] 
Texture in Biomedical Images: Characterizing the Texture of Swatches, Simultaneous Texture 
Segmentation, Examples of the Use of Texture Features in Biomedical Applications. 
Multi-Scale and Multi-Orientation Medical Image Analysis: The Necessity of Scale, Differential 
Invariants, Second Order Image Structure and Features, Third Order Image Structure: T-Junctions, 
Adaptive Blurring and Geometry-Driven Diffusion, Edge Focusing, Orientation Analysis.      
 
UNIT IV:                                                                                                                                                  [10] 
Feature Extraction and Selection for Decision Making: Introduction, Image Representation, Image 
Features and Distance Functions, Feature Selection, Association Rule Mining. Case Study: 
Improving Computer-Aided Diagnosis by Association Rule Mining. 
Melanoma Diagnosis: The Cutaneous Melanoma, State of the Art in CM Diagnosis, Dermoscopy 
Image Analysis, Commercial Systems, Evaluation Issues.         
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Text Books:  

1. Thomas M. Deserno, “Biomedical Image Processing”, ei Springer.   
2. G.R. Sinha, B.C. Patel, “Medical Image Processing: Concepts and Applications”, PHI, 2014. 
3. Christo_El_Morr, Hossam_Ali-Hassan, “Analytics in Healthcare A Practical Introduction” , 

Springer Briefs in Health Care Management and Economics. 
 

 
Reference Books:  

1.  Peter White, “Data-Handling in Biomedical Science”, Cambridge University Press. 
2. Peter Langkafel (Ed.), “Big Data in Medical Science and Healthcare Management”, De 

Gruyter. 
3. Kerstin Denecke, “Health Web Science: Social Media Data for Healthcare”, Springer. 
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Semester: 6th     
Paper code: AIDS320T/AIML322T L T/P Credits 
Subject:  AI & Sustainable Computing 4 0 4 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                  Maximum Marks: 60 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should 

have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the 

syllabus. Every unit should have two questions. However, students may be asked to 
attempt only 1 question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the 
course/paper. The standard/ level of the questions to be asked should be at the level of 
the prescribed textbooks. 

5. Instructors can add any other additional experiments over and above the mentioned in 
the experiment list which they think is important. 

6. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1 To understand how to distill a real-world challenge as an artificial intelligence 

problem, involving explicit representation and learning of symbolic and numeric 
models; reasoning about such models; and using such models for decision making, 
action selection, and interaction with humans.  

2 To design, analyze, implement, and use state-of-the-art AI and machine learning 
techniques for dealing with real-world data, including data involving vision, language, 
perception, and uncertainty.  

3 To recognize the social impact of artificial intelligence and the underlying 
responsibility to consider the ethical, privacy, moral, and legal implications of 
artificial intelligence technologies. 

4 To inculcate the responsibilities to use AI and ethical decisions about the tools they 
designed. 

Course Outcomes: 
CO1 Understand the significance of artificial intelligence in the society 
CO2 Analyze the social and cultural aspects and implications of artificial intelligence 
CO3 Attain knowledge about the potential transformative effects of the emerging 

technologies 
CO4 Gain insights about the role of artificial intelligence in different verticals. 
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Course Overview: 
 
The course will help students in exploring the relationship between Artificial Intelligence and 
Humanity on an overall premise. It reflects upon how the world is changing with the advent and 
exponential increase of Artificial Intelligence in all verticals of society. This course will assist you in 
students in attaining wisdom regarding the potential effects of the emerging technologies in 
Artificial Intelligence. Role of Artificial Intelligence in business domain, governance and marketing 
shall be explored in this course.  
 
UNIT I: 
AI & Society: Relation of AI with Knowledge, Culture and Communication. Implications of AI: 
Cultural, Social, Cognitive, Economic, Ethical and Philosophical. Societal and cultural impacts of AI, 
New Media Technologies: Design, Use, Management, Policy of Information and Communication. 
Impact of AI: Impact of AI on governance, Impact of AI on information security, Impact of AI in the 
corporate sector and community welfare. AI in information technologies, humanities, social 
sciences, arts, and sciences.  
 
UNIT II:  
Potential and Transformative Impacts: Critical consequences of AI, Latest technological 
innovations. Applications of emerging technologies in day-to-day life. Societal dimension of 
research: benefits, impacts, and implications on society. AI and research ethics. Forces influencing 
AI: trust, biases, privacy, reliability, responsibility, and competence.  
 
UNIT III: 
Encashing AI: AI for Business, AI in the Organization Structure, AI-based data infrastructure, Impact 
of recommenders on markets Applications in Finance: Fraud Detection and Stock Market 
Prediction, Market adoption, and barriers. AI & Gaming Industry. AI Strategy and Governance: AI 
Strategy and Governance Agenda, AI-Driven Business Transformation. Developing a Portfolio of AI 
Projects, Lowering Barriers to AI Use 
 
 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O 

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1  1 - 1 - 1 - - 2 1 - 1 
CO2 1 2 1 1 1 1 2 1 2 2 2 1 
CO3 2 2 1 1 1 1 2 1 2 2 2 2 
CO4 2 2 2 2 2 2 2 2 3 2 3 2 
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UNIT IV: 
Green IT and sustainability, ecological footprint of IT, and the issues of lifecycle, sustainability, life 
cycle assessment and code of conducts; energy measurement and other useful metrics for Green 
IT, Usage of software tools and hardware to measure and estimate energy consumption; 
Sustainable software: Ecological design, applying good practices to write energy efficient 
software; energy footprint of data centers and cloud computing, standards and good practices for 
energy efficiency in servers,  
 
Text Books: 

1. AI for People and Business, by Alex Castrounis, 2019, O'Reilly Media, Inc. 
2. Green Computing: Tools and Techniques for Saving Energy, Money, and Resources, Bud E. 

Smith,  Auerbach Publications 
3. 2084: Artificial Intelligence, the Future of Humanity, and the God Question: Artificial 

Intelligence and the Future of Humanity, 2020, by John C. Lennox, Zondervan 
 
Reference Books: 

1. The Age of AI: And Our Human Future (B PB) Paperback – Import, 4 August 2022 by Daniel 
Huttenlocher, III Schmidt, Eric, Henry A Kissinger 

2. Green Internet of Things and Machine Learning, Roshani Raut, Sandeep Kautish, Zdzislaw 
Polkowski, Anil Kumar, Chuan-Ming Liu, John Wiley & Sons, 10-Jan-2022. 

  

https://www.amazon.in/John-C-Lennox/e/B001HO3C5I/ref=dp_byline_cont_book_1
https://www.amazon.in/s/ref=dp_byline_sr_book_1?ie=UTF8&field-author=Daniel+Huttenlocher&search-alias=stripbooks
https://www.amazon.in/s/ref=dp_byline_sr_book_1?ie=UTF8&field-author=Daniel+Huttenlocher&search-alias=stripbooks
https://www.amazon.in/s/ref=dp_byline_sr_book_2?ie=UTF8&field-author=III+Schmidt%2C+Eric&search-alias=stripbooks
https://www.amazon.in/s/ref=dp_byline_sr_book_3?ie=UTF8&field-author=Henry+A+Kissinger&search-alias=stripbooks
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Semester: 6th     
Paper code: AIDS322T/AIML324T L T/P Credits 
Subject:  Virtual and Augmented Reality  4 0 4 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                           Maximum Marks: 60 
1. There should be 9 questions in the end term examination question paper 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should 

have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the 

syllabus. Every unit should have two questions. However, students may be asked to 
attempt only 1 question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the 
course/paper. The standard/ level of the questions to be asked should be at the level of 
the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1.  Understand how the design of VR technology relates to human perception and 

cognition 
2.  Discuss applications of VR to the conduct of scientific research, training, and industrial 

design 
3.  Learn the fundamental aspects of designing and implementing rigorous empirical 

experiments using VR.   
4.  Learn about multimodal virtual displays for conveying and presenting information and 

techniques for evaluating good and bad virtual interfaces. 
Course Outcomes: 

CO1 Understanding the fundamental concepts and technologies of AR and VR. 

CO2 Designing and developing AR and VR applications using appropriate software and 
hardware. 

CO3 Analyzing and evaluating the usability and effectiveness of AR and VR applications. 

CO4 Applying AR and VR to solve real-world problems in different fields such as education, 
Healthcare, entertainment, and training. 

CO/
PO 

PO0
1 

PO0
2 

PO0
3 

PO0
4 

PO0
5 

PO0
6 

PO0
7 

PO0
8 

PO0
9 

PO1
0 

PO1
1 

PO1
2 

CO1 2 2 2 2 3 3 3      

CO2 3 3 3 3 3 3 2      

CO3 3 3 3 3 3 3 3      

CO4 3 3 3 3 3 3 3      
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Course Overview: 

The aim of the course is to provide students with the necessary skills and knowledge to 
understand, design, develop, and apply AR and VR technologies in various fields. This Course aims 
to introduce students to the fundamental concepts and technologies of AR and VR, including the 
hardware and software used to create and experience these immersive environments. 
 

UNIT I  
Introduction of Virtual Reality: Fundamental Concept and Components of Virtual Reality - Primary 
Features and Present Development on Virtual Reality - Multiple Models of Input and Output 
Interface in Virtual Reality: Input - Tracker - Sensor - Digital Glove - Movement Capture - Video-
based Input - 3D Menus & 3DScanner – Output - Visual /Auditory / Haptic Devices.  
 

UNIT II  
Visual Computation in Virtual Reality: Fundamentals of Computer Graphics - Software and 
Hardware Technology on Stereoscopic Display - Advanced Techniques in CG: Management of 
Large-Scale Environments & Real Time Rendering. 
 
UNIT III  
Interactive Techniques in Virtual Reality: Body Track - Hand Gesture - 3D Manus - Object Grasp. 
Development Tools and Frameworks in Virtual Reality: Frameworks of Software Development 
Tools in VR. X3D Standard; Vega - MultiGen - Virtools.  
Application of VR in Digital Entertainment: VR Technology in Film & TV Production - VR 
Technology in Physical Exercises and Games - Demonstration of Digital Entertainment by VR.  
 
UNIT IV  
Augmented and Mixed Reality: Taxonomy - technology and features of augmented reality - 
difference between AR and VR - Challenges with AR - AR systems and functionality - Augmented 
reality methods - visualization techniques for augmented reality - wireless displays in educational 
augmented reality applications - mobile projection interfaces - marker-less tracking for augmented 
reality - enhancing interactivity in AR environments - evaluating AR systems.  
 
Text Books  

1. Burdea, G. C., P. Coffet., “Virtual Reality Technology”, Second Edition, Wiley-IEEE Press, 
2003/2006.  

2. Alan B. Craig, “Understanding Augmented Reality, Concepts and Applications”, Morgan 
Kaufmann, 2013.  

Reference Books  
1. Alan Craig, William Sherman, Jeffrey Will, “Developing Virtual Reality Applications, 

Foundations of Effective Design”, Morgan Kaufmann, 2009. 
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Semester: 6th     
Paper code: AIML308T/AIDS324T L T/P Credits 
Subject:  Network Science 3 0 3 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                         Maximum Marks: 75 

1. There should be 9 questions in the end term examination question paper 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should 

have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed 
textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1.  To understand the underlying behaviour and properties of various types of networks with 

the help of mathematical tools. 
2.  To apply network science principles to predict the dynamics and the topology a wide area 

of real networks. 
3.  To understand the laws governing the error and attack tolerance of complex networks 

and the emergence of cascading failures. 
4.  To analyze network epidemics to quantify and forecast the spread of infectious diseases. 

Course Outcomes: 
CO1 Identify the governing mathematical principles behind the architecture of networks 

emerging in various domains of science, nature and technology. 
CO2 Apply the knowledge of network science to classify various types of networks to gain 

important inferences. 
CO3 Apply relevant measures to classify the structure of networks and shows how these 

measures can differentiate between different types of random and real-world networks. 
CO4 Analyse the network data associated with information that changes over time. 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O 

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO12 

CO1 2 2 - 1 1 2 2 - 1 1 1 1 
CO2 1 1 - 1 2 2 1 - 1 2 1 2 
CO3 2 3 1 2 2 1 2 - 1 1 2 2 
CO4 3 3 1 2 2 2 1 1 1 2 2 2 
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Course Overview:  
 

Network science course covers the topology and dynamics of complex networks, aiming to better 
understand the behaviour and properties of the underlying systems. In this course, algorithmic, 
computational, and statistical methods of network science, as well as its diverse applications are 
also covered. Concept implementation using NetworkX in Python is also the integral part of the 
syllabus. Various case studies have also been covered to understand the impact of networks and 
also to model epidemic and its prediction by studying the network. 
 

UNIT I:                           [10] 
Introduction, Vulnerabilities due to Interconnectivity, Networks and Complex Systems, Emergence 
of Network Science, Characteristics of Network Science, Societal and Scientific Impact of Networks, 
Case Studies of Various Real-World Networks and their societal/scientific impact. Graph Theory: 
Bridges of Konigsberg, Networks and Graphs, Degree Distribution, Network Representations, 
Representing Networks in NetworkX, Networks: Path Length, and Components. Drawing 
Directed/Undirected graphs with Weighted/Unweighted Edges in NetworkX. 
 
UNIT II:                                       [10] 
Random Networks: Introduction, Random Network Model, Number of Links, Degree Distribution, 
Small World and Computing Clustering Coefficient in NetworkX. The Scale Free Property: 
Introduction, Power Laws and Scale Free Networks, Hubs, Universality, Ultra Small Property, 
Degree Exponent, Generating Networks with Arbitrary Degree Distribution. Generating random 
network in NetworkX. 
 
UNIT III:                                                                            [12] 
The Barabasi-Albert Model: Introduction, Growth and Preferential Attachment, Degree Dynamics, 
Degree Distribution, Measuring Preferential Attachment, Non-Linear Preferential Attachment, 
Diameter and Clustering Coefficient, Evolving Networks: Introduction, Bianconi-Barabasi Model, 
Measuring Fitness, Bose-Einstein Condensation, Degree Correlations: Assortativity and 
Disassortativity, Measuring Degree Correlations, Structural Cutoffs, Correlation in Real Networks, 
Generating Correlation Networks. 
 
UNIT IV:                          [12] 
Network Robustness: Percolation Theory, Robustness of Scale Free Networks, Attack Tolerance, 
Modelling Cascading Failures and Building Robustness, Identifying Network Robustness using 
NetworkX, Communities, Spreading Phenomena: Introduction, Epidemic Modeling, Contact 
Networks, Immunization and Epidemic Prediction. Creating Partitions and Identifying the 
Modularities of Partitions, Implementation of SIS Spreading Model. 
 
Text Books: 

1. Menczer, Filippo, Santo Fortunato, and Clayton A. Davis. A First Course in Network Science. 
Cambridge University Press, 2020.  

2. A-L. Barabási , Network Science , available online, 2015.  
 
Reference Books: 

1. M.E.J. Newman, Networks - An introduction, Oxford Univ Press, 2010.  
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Semester: 6th     
Paper code: AIML308P/AIDS324P  L T/P Credits 
Subject:  Network Science Lab  2 1 
Marking Scheme 
Teachers Continuous Evaluation: 40 Marks 
End term Examination: 60 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which 
they appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned 
in the experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1 To understand the underlying behaviour and properties of various types of 
networks with the help of mathematical tools. 

2 To apply network science principles to predict the dynamics and the topology a 
wide area of real networks. 

Course Outcomes: 
CO1 Apply relevant measures to classify the structure of networks and shows how 

these measures can differentiate between different types of random and real-
world networks. 

CO2 Analyse the network data associated with information that changes over time. 
 
 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O      

PO
01 
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PO
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PO
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PO
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PO
07 
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PO
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11 
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CO1 2 3 1 2 2 1 2 - 1 1 2 2 

CO2 3 3 1 2 2 2 1 1 1 2 2 2 
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LIST OF EXPERIMENTS: 

1. Understanding NetworkX API basics. 

2. Performing network analysis of directed graphs (Weighted/Unweighted) using NetworkX in 

Python 

3. Performing network analysis of undirected graphs ((Weighted/Unweighted)) using NetworkX 

in Python. 

4. Computing degree centrality for a node in a network. 

5. Generating subset of network using NetworkX. 

6. Drawing network using matplot libraries and measuring degree of assortativity. 

7. Generating networks with arbitrary degree distribution using NetworkX. 

8. Finding shortest path from single node to all distant nodes using NetworkX. 

9. Computing clustering coefficients of different nodes using NetworkX. 

10. Computing clustering coefficients of different networks using NetworkX. 

11. Implementing the model for spreading dynamics using NetworkX. 
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Semester: 6th     
Paper code: AIDS326T/AIML328T L T/P Credits 
Subject:  Blockchain Technology 3 0 3 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                               Maximum Marks: 75 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question 

should have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the 

syllabus. Every unit should have two questions. However, students may be asked to 
attempt only 1 question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the 
course/paper. The standard/ level of the questions to be asked should be at the level 
of the prescribed textbooks. 

5. Instructors can add any other additional experiments over and above the mentioned 
in the experiment list which they think is important. 

6. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1.  To articulate the fundamentals of blockchain and able to explain cryptographic 

concepts underlying blockchain technology. 
2.  To make use of wallet transactions, crypto tokens, analyse the block details and 

Ethereum blockchain transactions. 
3.  To study smart contracts and to examine various types of Blockchain networks and 

consensus algorithms. 
4.  To study and implement solidity. 

Course Outcomes: 
CO1 To study the concept of money, fundamentals of blockchain and to explain 

cryptographic concepts underlying blockchain technology. 
CO2 To learn and apply the central concept of the blockchain ecosystem and PoW, and to 

study the advanced concepts of Ethereum 
CO3 To study Remix, how to design and build smart contracts and examine various types 

of Blockchain networks and consensus algorithms 
CO4 To learn and apply the concept of Solidity (language used in Ethereum) 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
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01 
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PO
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PO
07 

PO
08 

PO
09 

PO
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PO
11 

PO
12 

CO1 2 3 2 - - 1 1 1 1 1 1 2 
CO2 2 2 - 3 3 - - - - - - 2 
CO3 2 2 2 3 3 - 1 - 1 - - - 
CO4 2 2 - 3 3 - - - - - 1 - 
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Course Overview:  
 

The widespread popularity of digital cryptocurrencies has led the foundation of Blockchain, which 
is fundamentally a public digital ledger to share information in a trustworthy and secure way. This 
course includes the fundamental design and architectural primitives of Blockchain, consensus 
protocols, types of the Blockchain system and the security aspects, methods to deploy smart 
contracts on different platforms, along with various use cases from different application domains 
in real life. 
 
UNIT I                  [11] 
Background leading blockchain, Shortcoming of current transaction system, The emergence of 
Blockchain, Bitcoin blockchain, Blockchain Architecture, Conceptualization, Blockchain 
components, Cryptocurrencies, Characteristics of cryptocurrencies, Alt coins, Crypto wallets, 
Creation of Blocks, Wallet Transactions, Transaction details in a Block, Merkle Tree, Hash functions, 
pseudo random numbers, public key cryptosystem, Generation of keys, Digital signatures. 
 
UNIT II                                                                        [10] 
Blockchain types-Public Blockchain, Private Blockchain, Federated Blockchain, Ethereum 
blockchain, Go Ethereum, Gas, Gas price, Gas Limit, ETH, MetaMask, Public Test Networks, set up 
a Ethereum node using Geth, Mining in Blockchain, Double spending, Consensus algorithms: Proof 
of Work, Proof of Stake, Attacks on Bitcoin (Sybil Attacks, 51% Attack, etc.), Byzantine fault, Node 
failure.        
 
Unit III                   [10] 
Byzantine General Problem, BFT (Byzantine fault tolerance), PBFT (Practical Byzantine fault 
tolerance), Delegated Proof of Stack, Paxos Consensus algorithm, Raft Algorithm, Solo Miner, Pool 
Miners, Deployment of Smart contracts in Blockchain, Remix, Compilation of smart contracts, 
Deployment environments, JavaScript Environment    
 
UNIT IV                                                 [10] 
Solidity: Data types in solidity, Operators, State variables, Global Variables, Local variables. 
Solidity arrays, Solidity functions, Structs in solidity, Inheritance, Special variables, Solidity 
mapping, Function overloading, Personal Blockchain network, Ganache, Contract deployment to 
Ganache network, Modifiers in solidity, Events, Emerging applications of Blockchain.    
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Text Books:  

1. Bettina Warburg, Bill Wanger and Tom Serres, Basics of Blockchain (1 ed.), Independently 
published, 2019. ISBN 978-1089919445. 

2. Holbrook and Joseph, Architecting enterprise blockchain solutions (1 ed.), John Wiley & 
Sons, 2020. ISBN 978- 00000000. 

3. Arvind Narayanan, Joseph Bonneau, Edward Felten, Andrew Miller, and Steven Goldfeder. 
Bitcoin and cryptocurrency technologies: a comprehensive introduction. Princeton 
University Press, 2016.  

 
Reference Books:  

1. Bashir and Imran, Mastering blockchain: “Distributed ledger technology, decentralization, 
and smart contracts explained (1 ed.), Packt Publishing Ltd, 2018. ISBN 978- 11111111. 

2. Andreas M. Antonopoulos. 2017. Mastering Bitcoin: Unlocking Digital Crypto-Currencies 
(2nd. ed.). O'Reilly Media, Inc. 
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Semester: 6th     
Paper code: AIDS326P/AIML328P L T/P Credits 
Subject:  Blockchain Technology Lab 0 2 1 
Marking Scheme 
Teachers Continuous Evaluation: 40 Marks 
End term Examination: 60 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                   Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in 
the experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1 To study Remix, how to design and build smart contracts on various platforms 
2 To understand the concept of Solidity (language used in Ethereum) 
3 To study installation of Ganache suit and deploy various applications of Blockchain 
4 Perform and defend blockchain analysis of realworld systems and present relevant 

findings and arguments in a structured, logical and compelling manner. 
Course Outcomes: 
CO1 To work with Remix, design and build smart contracts 
CO2 To make use of Solidity, work with ethers and study about Metamask 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High 

CO/P
O      

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 2 2 2 3 3 - 1 - 1 - - 2 

CO2 2 2 - 3 3 - - - - - 1 1 

 
 
LIST OF EXPERIMENTS: 
 

1. Study and implementation of hash functions and digital signatures 

2. Conversion of Byte Code to Op-Code using etherscan.io 

3. Deployment of Solidity Smart Contracts and Viewing Transaction Status on etherscan 

4. Working with Remix IDE and Execution of Solidity Code 
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5. Execution of Smart Contracts on Goerli Testnet after getting Test ETHERS from Faucet 

6. Creating a New Cryptocurrency and Importing in Metamask 

7. Transferring new cryptocurrency to other accounts 

8. Installation of Ganache Suite and Deployment of Smart Contracts on Ganache 

9. Using Web3 GUI to interface Ganache and importing methods of smart contracts 

10. Study of Metaverse and NFT in Blockchain 

11. Setup of Testnets and Integration with Metamask 
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Semester: 6th     
Paper code: AIDS328T/AIML330T L T/P Credits 
Subject:  Cloud Computing 3 0 3 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                             Maximum Marks: 60 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should 

have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the 

syllabus. Every unit should have two questions. However, students may be asked to attempt 
only 1 question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the course/paper. 
The standard/ level of the questions to be asked should be at the level of the prescribed 
textbooks. 

5. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

6. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1 This course introduces about the cloud environment. 
2 Building software systems and components that scale to millions of users in modern 

internet. 
3 Cloud concepts capabilities across the various cloud service models including IaaS, 

PaaS, SaaS, and developing cloud-based software applications on top of cloud 
platforms.  

4 This course also introduces about the data intensive computing and studies about 
different cloud applications.  

Course Outcomes: 
CO1 Understands the basic concepts and terminologies in cloud computing, parallel and 

distributed computing 
CO2 Demonstrate the knowledge in virtualization and different technology examples of 

virtualization 
CO3 Understands the cloud computing architecture and how to build Aneka clouds. 
CO4 Able to design data intensive applications using Map-Reduce programming. 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping  

(Scale 1: Low, 2: Medium, 3: High) 
CO/P
O 

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 2 3 2 - - 1 1 1 1 1 1 2 
CO2 2 2 - 3 3 - - - - - - 2 

CO3 2 2 2 3 3 - 1 - 1 - - - 

CO4 2 2 - 3 3 - - - - - 1 - 
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Course Overview: 
 
The Cloud Computing Fundamentals course provides an in-depth understanding of the key 
concepts, technologies, and best practices involved in cloud computing. This course is designed 
to equip students with the knowledge and skills required to leverage cloud computing for various 
business applications. 
 
 
UNIT I:  
Introduction                       [6] 
Cloud Computing at a Glance, Historical Developments, Building Cloud Computing Environments, 
Computing Platforms and Technologies. Principles of Parallel and Distributed Computing - Eras of 
Computing, Parallel vs. Distributed Computing, Elements of Parallel Computing, Elements of 
Distributed Computing, Technologies for Distributed Computing 
 
UNIT II:  
Virtualization                                              [8] 
Introduction, Characteristics of Virtualized Environments, Taxonomy of Virtualization Techniques, 
Virtualization and Cloud Computing, Pros and Cons of Virtualization, Technology Examples. 
 
UNIT III:  
Cloud Computing Architecture                     [12] 
Introduction, Cloud Reference Model, Types of Clouds, Economics of the Cloud, Open Challenges 
Cloud Application Platform: Anatomy of the Aneka Container, Building Aneka Clouds, Cloud 
Programming and Management High-Throughput Computing: Task Programming: Task 
Computing, Task-based Application Models, Aneka Task-Based Programming. 
 
UNIT IV:  
Data Intensive Computing:                              [6] 
Map-Reduce Programming: What is Data-Intensive Computing? Technologies for Data-Intensive 
Computing. Cloud Applications: Scientific Applications, Healthcare: ECG Analysis in the Cloud, 
Biology: Protein Structure Prediction, Biology: Gene Expression Data Analysis for Cancer Diagnosis, 
Business and Consumer Applications, Multiplayer Online Gaming. 
 
Text/Reference Books: 

1. Mastering Cloud Computing: by Rajkumar Buyya, Christian Vecchiola and S. Thamarai  
Selvi, McGraw Hill Education.  

2. Cloud Computing: by Rajkumar Buyya, TMH    
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Semester: 6th     

Paper code: AIDS328P/AIML330P L T/P Credits 

Subject:  Cloud Computing Lab 0 2 1 

Marking Scheme 
Teachers Continuous Evaluation: 40 Marks 
End term Examination: 60 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                 Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class commencement 

under the intimation to the office of the HOD/ Institution in which they appear is being 
offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1 To demonstrate the use of virtualization and cloud computing 

2 Understanding of virtualization technologies such as hypervisors, virtual machines, 
and containers used in cloud computing. 

Course Outcomes: 

CO1 Deploy and manage virtual machines and containers on a cloud platform. 

CO2 Configure and manage cloud storage, network, and security services. 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O 

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 2 2 2 2 3 - - - - 1 - - 

CO2 2 2 2 2 1 1 1 - 1 1 1 2 

 

LIST OF EXPERIMENTS:  

1. Install virtualbox/vmware workstation 45 5 install a c compiler in the virtual machine and 

execute a sample program 

2. Create type 2 virtualization in vmware. Allocate memory and storage space as per 

requirement. Install guest os on that vmware. 
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3. Adding a new virtual disk to a virtual machine. Convert basic disc to dynamic disc and vice 
versa  

a. Shrink and extend virtual disk  
b. Create, manage, configure and schedule snapshots  
c. Create spanned, mirrored and striped volume 
d. Create raid 5 volume 

4. Sharing and data transfer between the virtual machines  

5. Create type 2 virtualization on esxi 6.5 server  

6. Create a vlan in cisco packet tracer  

7. Create a vpn from one virtual machine to another virtual and pass data secure way  

8. Find procedure to set up the one node hadoop cluster 

9. Simulate a cloud scenario using cloudsim and run a scheduling algorithm that is not 

present in cloudsim. 

10. Data analytics in the cloud: Perform data analytics and processing in a cloud environment 

using services such as AWS EMR, Google Cloud Dataproc, or Azure Hdinsight. 

11. Implement cloud security controls such as encryption, access management, and network 

security using cloud-native services. 

  



 

 GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY, 
EAST DELHI CAMPUS, 

SURAJMAL VIHAR-110092 

 

Approved by BoS of USAR : 1/08/22,                 Approved by AC sub-committee : 29/08/22 
Applicable from Batch Admitted in Academic Session 2021-22 Onwards                                  Page | 120 

Semester: 6th     
Paper code: AIDS330T/AIML332T L T/P Credits 
Subject:  Human Computer Interaction   4 0 4 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                            Maximum Marks: 60 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  To learn basics concepts of Human Computer Interaction. 
2.  To design the features of an interactive system- usability from the human 

perspective. 
3.  To develop various HCI models and techniques. 
4.  To apply different data gathering and analysis techniques.  

Course Outcomes: 

CO1 Apply core theories, models and framework from the field of HCI 
CO2 Gather, Analyze and Interpret the data 
CO3 Design, Develop and Evaluate user interface 

CO4 Create Interactive Prototypes 
 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O 

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 1 - - - - 1 1 1 1 - - 1 
CO2 1 3 - 2 - 1 1 1 1 - - 1 
CO3 1 - 3 - 1 1 1 1 1 1 1 1 
CO4 1 2 3 2 2 1 1 1 1 1 1 1 

 
Prerequisites:  Critical Reasoning and Problem solving, Web designing 
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Course Overview:   
 

This course will focus on how we can design human-centered systems that people find useful and 
usable. This course provides an introduction to designing, prototyping, and evaluating user 
interfaces. It will involve understanding the foundation elements of human computer interaction, 
understanding the design process and various design issues, performing contextual inquiry and 
task analysis, using sketching and prototyping tools, fundamentals of visual design, usability 
engineering, usability evaluation. 
 

Unit I                                                                                               [10] 
Introduction to basic concepts of Human Computer Interaction, Understanding Design Issues, User 
Needs and User Experience (UX), Process of Interaction Design, Usability goals, User Experience 
Goals, Principles of Usability Design Conceptualizing Interaction, Conceptual Models, Framework, 
Cognitive models, Interaction Types, Paradigm for Interaction.      
              
Unit II                                                                                                                    [10] 
Social Interaction, Understanding Stakeholder Requirements, Emotional Interactions, Cognitive 
Models, Design Principles, Design frameworks, Design processes 
 
Unit III                               [10] 
Interface Types, Natural User Interface (UI), Data Gathering Issues, Data Recording, Interviews, 
Questionnaires, Observation, Choosing and Combining Data Gathering Techniques. Quantitative 
and Qualitative Data Analysis, Tools to support Data Analysis, Interpret and Presenting the Finding 
Approaches for collecting and analyzing data, Visualizing and Exploring Data, Ethical Design 
Concerns. 
 
Unit IV:                                                                    [10] 
Introduction to Design Requirements, Establish Requirements, Data Gathering for Requirements, 
Task Analysis, Task Decomposition, Comparison between Task Analysis Techniques, Prototyping, 
Tools for Interaction Designs, Evaluation Techniques, Usability Testing, Create Interactive 
Prototypes using proto.io, Case Studies on Usability and User experience.  
 
Text Books:  

1. Alan Dix, Janet Finlay, Gregory Abowd, Russell Beale, ―Human Computer Interaction‖, 3rd 
Edition, Pearson Education, 2004. 

2. H. Sharp, Y. Rogers and J. Preece – Interaction Design Beyond Human-Computer 
Interaction, 3rd Edition, John Wiley & Sons. 
 

Reference Books:  
1. J. M. Caroll (ed.), HCI Models, Theories and Frameworks: Towards a Multidisciplinary 

Science (Interactive Technologies), Morgan Kauffman 2003.  
2. C. Stephanidis (ed.), User Interface for All: Concepts, Methods and Tools, Lawrence 

Erlbaum Associates, 2001.  
3. B. Shneiderman, Designing the User Interface, Addison Wesely,2000. 
4. S. Bhattacharya, Human-Computer Interaction, MC Graw Hill India, 2019. 
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Semester: 6th     
Paper code: AIDS332T/AIML336T L T/P Credits 
Subject:  Mobile Application Development 3 0 3 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                                               Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

6. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  Understand the fundamentals of mobile application development, including the different 
platforms, frameworks, and tools available. 

2.  Apply programming languages and technologies commonly used in mobile app 
development, such as Java/Kotlin for Android and Swift/Objective-C for iOS. 

3.  Implement mobile app features like user authentication, social media integration, push 
notifications, and location-based services. 

4.  Develop skills in integrating APIs and web services into mobile applications to enable data 
retrieval and real-time functionality. 

Course Outcomes: 
CO1 Understand the fundamentals of mobile application development, including the different 

platforms, frameworks, and tools available. 
CO2 Analyze emerging trends and technologies in the field of mobile application development. 
CO3 Implement core functionalities in mobile applications, such as data storage, network 

communication, and integration with external services. 
CO4 Design and develop mobile applications for specific platforms (Android or iOS) using 

appropriate programming languages and frameworks. 
 

 
 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O 

PO0
1 

PO0
2 

PO0
3 

PO0
4 

PO0
5 

PO0
6 

PO0
7 

PO0
8 

PO0
9 

PO1
0 

PO1
1 

PO1
2 

CO1 2 3 2 - - 1 1 1 1 1 1 2 
CO2 2 2 - 3 3 - - - - - - 2 
CO3 2 2 2 3 3 - 1 - 1 - - - 
CO4 2 2 - 3 3 - - - - - 1 - 
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Course Overview:  
The Mobile Application Development course provides comprehensive knowledge and practical 

skills required to design, develop, and deploy mobile applications for various platforms, such as 

Android and iOS. This course covers the entire mobile app development lifecycle, including user 

interface design, programming languages, frameworks, data storage, integration with web 

services, testing, and deployment. 

 
UNIT – I           [10] 

Introduction to Android: The Android Platform, Android SDK, Eclipse Installation, Android 
Installation, Building you First Android application, Understanding Anatomy of Android 
Application, Android Manifest file. 
 
UNIT – II           [8] 
Android Application Design Essentials: Anatomy of an Android applications, Android 
terminologies, Application Context, Activities, Services, Intents, Receiving and Broadcasting 
Intents, Android Manifest File and its common settings, Using Intent Filter, Permissions. 
 
UNIT – III           [10] 
Android User Interface Design Essentials: User Interface Screen elements, Designing User 
Interfaces with Layouts, Drawing and Working with Animation. 
 
UNIT – IV           [12] 
Testing Android applications, Publishing Android application, Using Android preferences, 
Managing Application resources in a hierarchy, working with different types of resources. 
Using Common Android APIs: Using Android Data and Storage APIs, managing data using Sqlite, 
Sharing Data between Applications with Content Providers, Using Android Networking APIs, Using 
Android Web APIs, Using Android Telephony APIs, Deploying Android Application to the World. 
 
TEXT BOOKS: 

1. T1. Lauren Darcey and Shane Conder, “Android Wireless Application Development”, 
Pearson Education, 2nd ed. (2011) 

 
REFERENCE BOOKS: 

1. R1. Reto Meier, “Professional Android 2 Application Development”, Wiley India Pvt Ltd 
2. R2. Mark L Murphy, “Beginning Android”, Wiley India Pvt Ltd 
3. R3. Android Application Development All in one for Dummies by Barry Burd, Edition: I  
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Semester: 6th     
Paper code: AIDS332P/AIML336P L T/P Credits 
Subject:  Mobile Application Development Lab 0 2 1 
Marking Scheme 
Teachers Continuous Evaluation: 40 Marks 
End term Examination: 60 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                   Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in 
the experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1 To provide hands-on experience in designing, developing, and testing mobile 
applications for various platforms. 

2 To apply the concepts and techniques learned in the theoretical aspects of mobile 
application development and gain proficiency in mobile app development tools and 
technologies. 

Course Outcomes: 
CO1 Integrate mobile applications with web services and APIs to enhance functionality and 

access remote data. 
CO2 Design and develop mobile applications that demonstrate efficient data storage and 

retrieval using various techniques, such as local storage, databases, and cloud storage 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping  

(Scale 1: Low, 2: Medium, 3: High 
CO/P
O      

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 2 2 2 3 3 - 1 - 1 - - 2 

CO2 2 2 - 3 3 - - - - - 1 1 

 
 
LIST OF EXPERIMENTS: 
 

1. Design a simple user interface for a mobile application using a design tool or framework like 
Sketch, Adobe XD, or Flutter. 

 
2. Hello World Application: Create a basic "Hello World" application for a mobile platform of 

your choice (Android or iOS) using the respective development environment. 
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3. Implement data storage functionality in your mobile application using local storage options 

like SQLite database or shared preferences. 
 

4. Develop a mobile application that interacts with a RESTful API to fetch and display data from 
a remote server. 

 
5. Integrate sensors such as accelerometer, gyroscope, or GPS into your mobile application to 

capture and utilize sensor data. 
 

6. Add multimedia functionality to your mobile application, such as capturing photos/videos, 
playing audio files, or integrating with social media sharing. 

 
7. Implement user authentication and authorization features in your mobile application, 

allowing users to register, log in, and access personalized content. 
 

8. Incorporate push notifications into your mobile application, enabling the delivery of real-
time alerts or messages to users. 

 
9. Develop a mobile application that utilizes location services to provide location-based 

information, such as finding nearby places or tracking user movements. 
 

10. Mobile App Testing and Debugging: Learn and apply various testing techniques, including 
unit testing, integration testing, and debugging, to ensure the quality and stability of your 
mobile application. 
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Semester: 6th     
Paper code: AIDS334T/AIML338T L T/P Credits 
Subject:  Cryptography and Data Privacy 4 0 4 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                             Maximum Marks: 60 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should 

have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the course/paper. 
The standard/ level of the questions to be asked should be at the level of the prescribed 
textbooks. 

5. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

6. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1 To understand the fundamentals of cryptography 
2 To acquire knowledge on standard algorithms used to provide confidentiality. 

Integrity and authentication. 
3 To analyze concepts, issues, principles of security related properties and validate 

using different models. 
4 To apply knowledge of a range of computer security technologies as well as Design 

techniques to achieve differential privacy for linear queries. 
Course Outcomes: 
CO1  Understand the knowledge about security services, data privacy and mechanisms. 
CO2 Analyse various Symmetrical and Asymmetrical encryption algorithms and their 

usage to achieve security mechanisms.  
CO3 Apply the concept of Data integrity, Authentication, Digital Signatures. 
CO4 Investigate several differential privacy algorithms and design algorithms to protect 

systems from malicious software and their related threats.  
Course Outcomes (CO) to Programme Outcomes (PO) Mapping  

(Scale 1: Low, 2: Medium, 3: High) 
CO/P
O 

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 2 2 - 1 1       1 
CO2 2 2 - 1 1       1 
CO3 2 2 - 2 2     1 1 2 
CO4 3 1 3 1 2 1    1 1 2 
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UNIT - I                                                                                                                                                       [12] 
Security Concepts: Introduction, The need for security and Data Privacy, Security approaches, 
Principles of security, Types of Security attacks, Security services and mechanisms, A model for 
Network Security, Social Aspects of Privacy, Legal Aspects of Privacy and Privacy Regulations, 
Database Security, Statistical Database security, Inference Control, Hippocratic databases. 
Cryptography Concepts and Techniques: Introduction, plain text and cipher text, substitution 
techniques, transposition techniques, encryption and decryption, symmetric and asymmetric key 
cryptography, steganography, key range and key size, possible types of attacks.  
 
UNIT - II                                                                                                                                                       [8] 
Symmetric key Ciphers: Block Cipher principles, DES, AES, RC5, IDEA, Block cipher operation, 
Stream ciphers, RC4.  
Asymmetric key Ciphers: Principles of public key cryptosystems, RSA algorithm, Elgamal 
Cryptography, Diffie-Hellman Key Exchange.  
 
UNIT - III                                                                                                                                                     [10] 
Cryptographic Hash Functions: Message Authentication, Secure Hash Algorithm (SHA-512), 
Message authentication codes: Authentication requirements, HMAC, CMAC, Digital signatures, 
Elgamal Digital Signature Scheme.  
Key Management and Distribution: Symmetric Key Distribution Using Symmetric & Asymmetric 
Encryption, Distribution of Public Keys, Kerberos, X.509 Authentication Service, Public – Key 
Infrastructure 
 
 
UNIT-IV                                                                                                                                                      [12] 
Anonymization: Linkage and re-identification attacks, k-anonymity, I-diversity, t-closeness, 
implementing anonymization, Anonymizing complex data, Privacy and anonymity in mobile 
environments, Database as a service, Privacy in Cloud infrastructure 
Differential Privacy (DP): Formalism and interpretation of DP, Fundamental DP mechanisms and 
properties, Interactive and non-interactive DP, DP for complex data Local Differential Privacy (LDP) 
 
TEXT BOOKS: 

1. Cryptography and Network Security - Principles and Practice: William Stallings, Pearson 
Education, 6th Edition  

2. Cryptography and Network Security: Atul Kahate, Mc Graw Hill, 3rd Edition 
3. C. Dwork and A. Roth, The Algorithmic Foundations of Differential Privacy, now Publishers, 

2014.  
 
REFERENCE BOOKS:  

1. Cryptography and Network Security: C K Shyamala, N Harini, Dr T R Padmanabhan, Wiley 
India, 1st Edition.  

2. Cryptography and Network Security: Forouzan Mukhopadhyay, Mc Graw Hill, 3rd Edition  
3. Information Security, Principles, and Practice: Mark Stamp, Wiley India.  
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4. Charu C. Aggarwal, Privacy-Preserving Data Mining: Models and Algorithms, 1st Edition, 
Springer, 2008. 
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Semester: 6th     
Paper code: AIML304T L T/P Credits 
Subject:  Advances in Deep Learning 3 0 3 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                 Maximum Marks: 60 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.   To learn advanced concepts in deep learning.  

2.  To understand different methods of optimization in deep learning.  

3.  To learn practical tips in training deep learning models.  

4.  To know research methods in the field of deep learning.  
Course Outcomes: 

CO1 Describe the advanced concepts in deep learning.  
CO2 Explain different methods of optimization in deep learning.  
CO3 Define practical tips in training deep learning models.   
CO4 State research methods in the field of deep learning. 

 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O 

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 2 2 - 1 1       1 
CO2 2 2 - 1 1       1 
CO3 2 2 - 2 2     1 1 2 
CO4 3 1 3 1 2 1    1 1 2 

 
Course overview: 
 
Deep Learning is the most popular branch of machine learning which uses neural network-based 
models for solving problems in a number of domains. Therefore, it is important that after 
understanding the fundamental concepts of deep learning in ‘Deep Learning - I’, more advanced 
concepts are taught so that students could apply them in problem solving to solve problems 
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effectively.  
 
UNIT I 
Reviewing Deep Learning Concepts, NN, Regularization, Batch Normalization, Weight 
Initialization Strategies, Learning vs Optimization, Effective training in Deep Net ,Early Stopping, 
Normalization(Batch,Instance,Group), Batch Gradient Descent (GD), GD with momentum). 
 
UNIT 2 
Recent Trends in Deep Learning Architectures, Residual Network, Skip Connection Network, 
Image Denoising, Semantic Segmentation, Object Detection etc. Neural Attention Models, Neural 
Machine Translation. Performance Metrics, Baseline Methods, Data Requirements, 
Hyperparameter Tuning: Manual vs Automatic, Grid vs Random. 
 
UNIT 3 
Improved Optimization: Newer optimization methods for neural networks (Adagrad, adadelta, 
rmsprop, adam, NAG), second order methods for training, Saddle point problem in neural networks, 
Regularization methods (dropout, drop connect, batch normalization). 
  
UNIT 4  
Deep Generative Models: Generative Adversarial Networks (GANs). Generating Images with 
Various Auto Encoders, Generative Adversial Networks (GAN), The Generator, The Discriminator, 
The Adversial Network, Training GAN. Introduction to Natural Language Processing (NLP), Text 
Classification and Deep Learning. Case study: Action recognition, shape recognition, visual 
instance recognition, emotion recognition. 
 
Text Books  

1. Ian Goodfellow, Yoshua Bengio and Aaron Courville,”Deep Learning” MIT Press, 2016.  
Reference Books  

2. Duda, R.O. and Hart, P.E., 2006. Pattern classification. John Wiley & Sons. 
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Semester: 6th     

Paper code: AIML304P L T/P Credits 

Subject:  Advances in Deep Learning Lab 0 2 1 

Marking Scheme 

Teachers Continuous Evaluation: 40 Marks 
End term Examination: 60 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                              Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class commencement 

under the intimation to the office of the HOD/ Institution in which they appear is being offered 
from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1 To design and implement deep learning models for a variety of tasks, including image 
classification, object detection, natural language processing, and speech recognition. 

2 To evaluate the performance of deep learning models using appropriate metrics and 
techniques 

Course Outcomes: 

CO1 Implement deep learning models for a variety of tasks, including image classification, object 
detection, natural language processing, and speech recognition. 

CO2 Apply deep learning algorithms to a real-world problem, optimize the models learned and 
report on the expected accuracy that can be achieved by applying the models. 

 

 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping  

(Scale 1: Low, 2: Medium, 3: High 
CO/P
O      

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1             

CO2             

 
LIST OF EXPERIMENTS: 
 

1. Implement multilayer perceptron algorithm for MNIST Hand written Digit Classification. 

2. Design a neural network for classifying movie reviews (Binary Classification) using IMDB 

dataset. 

3. Design a neural Network for classifying news wires (Multi class classification) using Reuters 
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dataset. 

4. Design a neural network for predicting house prices using Boston Housing Price dataset. 

5. Build a Convolution Neural Network for MNIST Hand written Digit Classification. 

6. Build a Convolution Neural Network for simple image (dogs and Cats) Classification 

7. Use a pre-trained convolution neural network (VGG16) for image classification. 

8. Implement one hot encoding of words or characters. 

9. Implement word embeddings for IMDB dataset. 

10. Implement a Recurrent Neural Network for IMDB movie review classification problem. 

11. Image classification: Building a deep learning model that can classify images into different 

categories, such as animals, cars, or buildings. 

12. Object detection: Developing a model that can identify and locate objects in an image, such 

as cars, pedestrians, or traffic signs. 

13. Generative models: Creating a deep learning model that can generate new content, such as 

images, music, or text, based on examples provided during training. 
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Semester: 6th     
Paper code: AIML306T L T/P Credits 
Subject:  Machine Learning for Intelligent Communication & Systems 3 0 3 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                             Maximum Marks: 60 
1. There should be 9 questions in the end term examination question paper 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1 To apply the area of machine learning in the context of communications Learning  
2 To plan automatic modulation classification. 
3 To apply iterative channel decoding 
4 To Familiar with real-world case studies and examples of machine learning applications in 

communication 
Course Outcomes: 
CO1 Apply the area of machine learning in the context of communications Learning 
CO2 Plan automatic modulation classification 
CO3 Investigate iterative channel decoding 
CO4 Apply machine learning algorithms and techniques to solve communication problems 

 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O 

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 2 - - 3 - - 2 - - - - 2 
CO2 2 - 3 - - 2 - - - 1 - - 
CO3 - 2 2 3 -  - - - - 1 - 
CO4 2 2 3 2 2 2 - - - - - 2 

 
Course Overview:  
 
This course helps the student to have basic idea of machine learning techniques to various signal 
processing requirements for communications including channel estimation, automatic modulation 
classification and iterative channel decoding. 
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UNIT I:                   [14] 
Channel estimation and prediction: Adaptive transmission systems, The Impact of Outdated CSI, 
Classical Channel Prediction, Neural Network Based Prediction Schemes, Flat fading SISO 
Prediction, Channel-Gain Prediction with Real-Valued and Complex-Valued RNN, Channel 
Envelope Prediction, Frequency-Selective SISO Prediction, Performance and Complexity, 
Computational Complexity. 
 
UNIT-II:                  [10] 
Automatic Modulation Classification: Signal Models for modulation classification, Likelihood based 
classifiers, Distribution Test-based classifiers, Modulation classification Features, Machine 
Learning models for Modulation classification. 
 
UNIT III:                             [8] 
Channel Encoding and Decoding: Overview of Channel coding and Deep Learning, DNN for Channel 
coding and to Decoding Directly. 
 
UNIT IV:                                          [10] 
DNNs for joint equalization and Channel Decoding, CNNs for Decoding, Decoding by Eliminating 
Correlated Channel Noise, BP-CNN Decoding. 
 
Text Books: 

1. Zhechen Zhu and Ashoke K. Nandi, (2015), Automatic Modulation Classification: Principles, 
Algorithms and Applications, Wiley. 

2. Luo, F. L., (2020), Machine Learning for Future Wireless Communications, Wiley. 
 
Reference Books:  

1. He, R., and Ding Z., (2019), Application of Machine Learning in Wireless Communications, 
The Institution of Engineering and Technology, IET. 

 
Self-study:  

1. Jagannatham, A. K., Principles of Communication II, NPTEL Course Material, Department of 
Electrical Engineering, Indian Institute of Technology Kanpur, 
https://nptel.ac.in/courses/108104098/ 

2. Machine Learning for Communications Emerging Technologies Initiative, IEEE 
https://mlc.committees.comsoc.org/research-library/ 

  

https://nptel.ac.in/courses/108104098/
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Semester: 6th     

Paper code: AIML306P L T/P Credits 

Subject:  Machine Learning for Intelligent Communication & Systems 
Lab 

0 2 1 

Marking Scheme 

Teachers Continuous Evaluation: 40 Marks 
End term Examination: 60 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                 Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class commencement 

under the intimation to the office of the HOD/ Institution in which they appear is being offered 
from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1 To analyze the communication system with machine learning algorithms. 

2 To Familiar with the software tools and programming languages used for machine learning 
in communication. 

Course Outcomes: 

CO1 Examine and study real-world case studies and examples of machine learning applications 
in communication, including chatbots, virtual assistants, and personalized content deliver. 

CO2 Apply machine learning algorithms and techniques to solve communication problems, such 
as predicting customer behavior or optimizing ad targeting. 

 

 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping  

(Scale 1: Low, 2: Medium, 3: High 
CO/P
O      

PO
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CO1 - 2 2 3 - - - - 1 2 1 2 

CO2 2 2 3 2 2 2 - - - 2 - 2 

 
List of Experiments: 
 

1. Predictive maintenance in communication systems: Develop and evaluate a machine 
learning algorithm that predicts maintenance requirements of communication systems 
based on data such as temperature, humidity, and usage patterns. 

2. Traffic prediction in wireless networks: Develop and test a machine learning algorithm 
that predicts network traffic volume based on past network usage patterns and other 
relevant factors, such as time of day and weather. 
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3. Fraud detection in financial transactions: Develop and test a machine learning algorithm 
that detects fraudulent financial transactions, such as credit card fraud, based on 
transaction history and other relevant factors. 

4. Machine learning for beamforming in wireless communication: Develop and evaluate a 
machine learning algorithm that optimizes beamforming in wireless communication 
systems, in order to improve signal quality and reduce interference. 

5. Machine learning for network optimization: Develop and test a machine learning 
algorithm that optimizes network parameters, such as routing and congestion control, to 
improve network performance and reliability. 

6. Anomaly detection in network traffic: Students could develop and test an anomaly 
detection algorithm that uses machine learning techniques to identify unusual network 
traffic patterns that may indicate security threats or network faults. 

7. Machine learning for resource allocation in IoT networks: Develop and evaluate a machine 
learning algorithm that optimizes resource allocation, such as bandwidth or power, in an 
IoT network to maximize overall system performance. 
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Semester: 6th     
Paper code: AIML310T L T/P Credits 
Subject:  Modeling complex Systems using Machine Learning 3 0 3 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                Maximum Marks: 60 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the course/paper. 
The standard/ level of the questions to be asked should be at the level of the prescribed 
textbooks. 

5. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

6. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1 Understand the nature and facets of “complex systems”. 
2 Become familiar with data science tools and computational models applicable for complex 

systems 
3 Apply data science tools and techniques to real-life “complex systems” problems  
4 Understand the concepts of time- series analysis and agents in modeling designs 

Course Outcomes: 
CO1 To understand basic concepts of Machine learning techniques and learn about complex 

models 
CO2 To study simulation of various models 
CO3 To learn about embedded system and real-time system modeling 
CO4 To understand and deploy Time series data and its statistics and to learn various categories 

of agent-based models 
 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O 

PO0
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PO
02 

PO0
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PO
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05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 3 - - 3 - - 2 - - - - 2 
CO2 2 - 3 - - 2 - - - 1 - - 
CO3 - 2 2 3 -  - - - - 1 - 
CO4 2 3 3 2 2 2 - - - - - 2 

 
Course Overview: 
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The course focuses on the application of machine learning techniques to model complex systems 
in various fields such as science, engineering, economics, and social sciences. The course covers a 
range of topics, including the fundamentals of complex systems, different modeling approaches 
such as agent-based modeling, network modeling, and system dynamics modeling, and the 
application of machine learning algorithms to these modeling approaches. 
 
 UNIT I                       [8] 
 Definition of a complex system- Complex systems in engineering- Complex systems in nature & 
society. Modelling of complex systems-Introduction to dynamical system theory- standard models 
in dynamical systems-transitions in dynamical systems-bifurcations- Maps and flows- Chaos- 
Routes to chaos. 
 
UNIT II                   [10] 
Modeling Complex Systems: Introduction, list processing in simulation, approaches to stering lists 
in a computer linked storage allocation Simulation examples using any simulation language: Single-
server Queuing simulation with time-shared computer model, job-shop model, and event-list 
manipulation.  
 
UNIT III                                [11] 
Embedded System Modeling: Embedded systems and system level design, models of computation, 
specification languages, hardware/software code design, system partitioning, application specific 
processors and memory, low power design Real-Time system modeling, Fixed Priority scheduling, 
Dynamic Priority Scheduling Data Communication Network modeling, IP network intradomain (e.g. 
OSPF, RIP) routing simulation.  
 
UNIT IV                               [11] 
Introduction to time series data analysis, basic definitions and construction, frequency and time 
domain, stationary time series, autocovariance function, autoregression, GARCH model, time-
series with memory: R/S analysis and hurst exponent, detrended fluctuation analysis, random 
matrix theory and its applications, Introduction to Agent-based modeling, types of agent-based 
model. 
 
 Text Books:  

1. Newman, Mark, Albert-László Barabási, and Duncan J. Watts. The structure and dynamics of 
networks. Princeton university press, 2006.  

2. Hamilton, James Douglas. Time series analysis. Princeton university press, 2020.  
3. Econophysics: An Introduction. Sitabhra Sinha, Arnab Chatterjee, Anirban Chakraborti, Bikas 

K. Chakrabarti. Wiley, 2010. 
4. Introduction to the Modelling and Analysis of Complex Systems, Hiroki Sayama, Binghamton 

University, SUNY, ISBN: 978-1-942341-08-6 (print edition), 2015. 
 
 
Reference Books:  

1. A First Course in Network Science. Filippo Menczer, and Santo Fortunato, Cambridge 
University Press, 2020.  
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2. Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and Presenting Data, 
EMC Education Services, Wiley, 2015.  

3. Time series analysis: forecasting and control. Box, George EP, Gwilym M. Jenkins, Gregory 
C. Reinsel, and Greta M. Ljung, John Wiley & Sons, 2015. 

4. N. Boccora, Modelling of Complex Systems, 2nd Edition, Springer 2010 
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Semester: 6th     

Paper code: AIML310P L T/P Credits 

Subject: Modeling complex Systems using Machine Learning Lab 0 2 1 

Marking Scheme 
Teachers Continuous Evaluation: 40 Marks 
End term Examination: 60 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class commencement 

under the intimation to the office of the HOD/ Institution in which they appear is being offered 
from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1 To familiar students with the software tools and programming languages used for modeling 
complex systems 

2 To gain hands-on experience in applying machine learning algorithms to complex systems 
modeling. 

Course Outcomes: 
CO1 Interpret and communicate the results of complex systems modeling to stakeholders in a 

clear and understandable manner. 
CO2 Apply machine learning algorithms and techniques to model and simulate complex systems 

using real-world data sets 
 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High 
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CO1             

CO2             

 
 
LIST OF EXPERIMENTS: 
 

1. : Develop a machine learning model to predict a specific outcome or behavior in a complex 
system based on historical data. For example, predicting stock market prices or weather 
patterns. 

 
2. Build a model to detect anomalies or outliers in complex systems. This could involve 

identifying unusual behavior in network traffic, detecting fraudulent transactions, or 
identifying defective products in a manufacturing process. 
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3. Use machine learning techniques to forecast future values in time series data of a complex 

system. This can be applied to predict demand for products, electricity consumption, or 
stock market trends. 

 
4. Design a recommendation system that suggests relevant items or content to users based on 

their preferences and behaviors. This could involve recommending movies, products, or 
news articles in a complex system. 

 
5. Apply clustering algorithms to group similar instances or entities within a complex system. 

This can be used for customer segmentation, market analysis, or identifying patterns in 
biological data. 

 
6. Build a generative model that can simulate complex systems based on learned patterns and 

parameters. This could involve generating realistic images, synthesizing music, or creating 
virtual characters. 

 
7. Utilize reinforcement learning techniques to develop an intelligent agent that learns to make 

decisions and control a complex system. For example, training an autonomous robot to 
navigate in a dynamic environment. 

 
8. Text and Language Processing: Develop models for natural language understanding and 

processing in complex systems. This can include sentiment analysis, text classification, or 
machine translation. 

 
9. Network Analysis: Apply machine learning algorithms to analyze and model complex 

networks, such as social networks, transportation networks, or biological networks. 
 

10. Deep Learning for Image Analysis: Use deep learning architectures to analyze and interpret 
complex visual data. 
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Semester: 6th     
Paper code: AIML312T L T/P Credits 
Subject:  Nature Inspired Computing 3 0 3 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                             Maximum Marks: 60 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

6. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1 To understand the fundamentals of nature inspired techniques. 
2 To study the Swarm Intelligence and Immune computing techniques 
3 To apply nature inspired process that can be mimicked computationally. 
4 Develop swarm intelligence algorithms to solve real world problems. 

Course Outcomes: 
CO1 Understand nature inspired algorithms, its strength, weakness, and suitability 
CO2 Make use of nature-inspired algorithms to design, learn and optimize problem. 
CO3 Determine the appropriate parameter settings to make different nature inspired algorithms 

work well.  
CO4 Evaluate performance of Nature inspired algorithm in context of problem solving in 

optimized manner 
 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O 

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 3 - - 3 - - 2 - - - - 2 
CO2 2 2 3 1 - 2 - - - 1 - - 
CO3 2 2 3 3 -  - - - - 1 1 
CO4 2 3 3 2 2 2 - - - - - 2 

 

 

 

 



 

 GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY, 
EAST DELHI CAMPUS, 

SURAJMAL VIHAR-110092 

 

Approved by BoS of USAR : 1/08/22,                 Approved by AC sub-committee : 29/08/22 
Applicable from Batch Admitted in Academic Session 2021-22 Onwards                                  Page | 144 

Course Overview: 

The Course focuses on introducing the principles and applications of computational algorithms 
that are inspired by natural processes and phenomena. These algorithms draw inspiration from 
biological systems, physical processes, and social interactions in nature to solve complex 
optimization, decision-making, and prediction problems. 
 

UNIT I  
Introduction: From Nature-to-Nature Computing, Philosophy, Three Branches: A Brief 
Overview, Individuals, Entities and agents - Parallelism and Distributive Interactivity, Adaptation 
Feedback-Self-Organization-Complexity, Emergence and, Bottom-up Vs Top-Down- 
Determination, Chaos and Fractals. 
 
UNIT II  
Computing Inspired by Nature: Evolutionary Computing, Hill Climbing and Simulated 
Annealing, Darwin's Dangerous Idea, Genetics Principles, Standard Evolutionary 
Algorithm – Genetic Algorithms, Reproduction - Crossover, Mutation, Evolutionary Programming 
Genetic Programming 
 
UNIT III  
Swarm Intelligence: Introduction - Ant Colonies, Ant Foraging Behavior, Ant Colony Optimization, 
SACO and scope of ACO algorithms, Ant Colony Algorithm (ACA), Swarm Robotics, Foraging for 
food, Social Adaptation of Kno wledge , Particle Swarm Optimization (PSO) 
DNA Computing: Motivation, DNA Molecule Adleman's experiment, Test tube programming 
language, Universal DNA Computers, PAM Model, Splicing Systems, Scope of DNA Computing, 
From Classical to DNA Computing. 
 
UNIT IV  
Immuno Computing: Introduction- Immune System, Physiology and main components Pattern 
Recognition and Binding, Immune Network Theory- Danger Theory, Evaluation Interaction 
Immune Algorithms, Introduction – Genetic algorithms, Bone Marrow Models, Forest's Algorithm 
Artificial Immune Networks.  
 
Text Books 

1. Leandro Nunes de Castro, "Fundamentals of Natural Computing, Basic Concepts, 
Algorithms and Applications", Cha pma n & Hall/ CRC, Ta ylor and Francis Group, 2007. 

2. Floreano D. and Mattiussi C., "Bio-Inspired Artificial Intelligence: Theories, Methods, and 
Technologies", MIT Press, Cambridge, MA, 2008. 

3. Albert Y. Zomaya, "Handbook of Nature-Inspired and Innovative Computing", Springer, 
2006. 

4. Marco Dorrigo, Thomas Stutzle,” Ant Colony Optimization”, PHI, 2005 
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Semester: 6th     

Paper code: AIML312P L T/P Credits 

Subject:  Nature Inspired Computing Lab 0 2 1 

Marking Scheme 
Teachers Continuous Evaluation: 40 Marks 
End term Examination: 60 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class commencement 

under the intimation to the office of the HOD/ Institution in which they appear is being offered 
from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1 Develop basic knowledge of Nature Inspired Computing Techniques and their working 
principle. 

2 Generate the possible ways of solution to a certain real world problem using Nature 
Inspired Computing Techniques 

Course Outcomes: 

CO1 Design and modify different Nature Inspired algorithms in terms of Initialization, Processing 
and Stopping Criteria 

CO2 Apply Nature Inspired algorithms to different set of practical problems. 

 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O      

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 3 3 2 2 2 2  - 1 - - 2 

CO2 3 3 3 3 3 2  - 2 - - 2 

 
 
 
LIST OF EXPERIMENTS: 

1. Programs based on Concept of Optimization 

2. Programs based on Concept of Meta heuristics 

3. Implementing reproduction techniques such as crossover and mutation. 

4. Programs showing Implementation of GA 

5. Programs using Problem solving approach of GA 
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6. Programs showing Implementation of ACO algorithm 

7. Programs using Problem solving approach of ACO algorithm 

8. Programs showing Implementation of PSO algorithm 

9. Programs using Problem solving approach of PSO algorithm 

10. Programs showing Implementation of Honey-bee algorithm 

11. Programs using Problem solving approach of Honey-bee algorithm 

12. Programs showing Implementation of Bat algorithm 

13. Programs using Problem solving approach of Bat algorithm 

14. Programs showing Implementation of Harmony Search 

15. Programs using Problem solving approach of Harmony Search 

16. Implementing basic DNA computing algorithms such as Adleman's experiment and test 

tube programming language. 
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Semester: 6th     
Paper code: AIML 314T L T/P Credits 
Subject:  Artificial Intelligence for Game Designing  3 0 3 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                  Maximum Marks: 60 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1 To understand the basic concepts of game designing.  
2 To analyse character movement algorithms and customize car movements. 
3 To understand the functioning of path finding and decision-making algorithms for game 

development. 
4 To evaluate different game usability and user experience techniques  

Course Outcomes: 
CO1 Critically evaluate game designing concepts, elements, and characters. 
CO2 Analyze character game movement algorithms and customize car movement using Unity’s 

Vehicle System. 
CO3 Differentiate the implementation of path finding algorithms using Waypoint and Navmesh 

and simulate crowded city. 
CO4 Evaluate effectiveness of game design using standard models like MEEGA+ 

 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High) 

CO/P
O 

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 1 2 - 2 - 1 1 - - 1 - 2 
CO2 1 2 1 1 3 1 1 - - 2 - 2 
CO3 2 2 2 2 3 2 1 - - 1 1 2 
CO4 2 3 3 2 3 2 1 1 2 2 1 2 

 
 
 
 
 
 
Course Overview:  
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This course enables students to learn game development. Movement Algorithms, Path Finding 
Algorithms and Decision-Making Algorithms have been covered in the course. Evaluation of 
existing and new games using standard methods in UI/UX have also been covered. Students will 
be able to apply all the covered game design concepts and develop a beta version of the game. 
 

Unit I 
Introduction to games: types of games, importance of game design. Introduction to latest game 
engines such as Unity (C#), Unreal (C++, Blueprints), Godot (GDscript). Understanding different 
modules of the games – depending on different game types e.g puzzle game – level designing, 
player journey/behavior, ui/ux, game physics, game rules, game mechanics, audio. Scenes - game 
objects and transforms; Entities, components. 
 
Unit II  
Game physics- Rigid bodies and forces, Colliders, Joints. 2D,3D and Isometric 2D Level Design and 
Practice. Movements – Player movements (AI) (Using Unity’s Navmesh).  
 
Unit III 
 

Understanding game cameras – Perspective, Orthographic, Player interactions and game 
mechanics (AI) (for puzzle games and RPGs). Applying animations and animation events, UI/UX in 
game design (Menu design, player statistics, HUD – heads up display, GAP, MEEGA+), Adding audio 
and sound effects 
 
Unit IV 
Game Polishing – particle effects and reactive environments. Playtesting - Game evaluation 
(Usability and User experience) and analytics. AI algorithms for game development. 
 
Textbooks:  

1. Felicia, Patrick. Unity 5 from Proficiency to Mastery: Artificial Intelligence: Implement challenging AI 
for FPS and RPG Games. 

 
Reference Books:  

1. Anders Drachen, Pejman Mirza-Babaei, and Lennart Nacke, Games User Research, Oxford  University 
Press, 2018. 

2. Colleen Macklin and John Sharp, Games, Design and Play: A Detailed Approach to Iterative Game 
Design, 2016. 

Website References 
1. https://www.gamedev.net/articles/programming/artificial-intelligence/the-total-beginners-guide-

to-game-ai-r4942/ 
2. https://www.geeksforgeeks.org/game-playing-in-artificial-intelligence/ 

Important video links: 
1. Getting started 
2. Making Subway surf 

  

https://www.geeksforgeeks.org/game-playing-in-artificial-intelligence/
https://www.youtube.com/watch?v=j48LtUkZRjU&list=PLPV2KyIb3jR53Jce9hP7G5xC4O9AgnOuL
https://www.youtube.com/watch?v=4iMvBkaG-Jw&list=PLxNIiWk4fQOaUFw-ulVHoASv5QllCsZvC
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Semester: 6th     

Paper code: AIML 314P L T/P Credits 

Subject:  Artificial Intelligence for Game Designing Lab 0 2 1 

Marking Scheme 
Teachers Continuous Evaluation: 40 Marks 
End term Examination: 60 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which 
they appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned 
in the experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1 To analyse character movement algorithms and customize car movements. 

2 To understand the functioning of path finding and decision-making algorithms for 
game development. 

Course Outcomes: 

CO1 Analyze character game movement algorithms and customize car movement using 
Unity’s Vehicle System. 

CO2 Differentiate the implementation of path finding algorithms using Waypoint and 
Navmesh and simulate crowded city. 

 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping  
(Scale 1: Low, 2: Medium, 3: High 

CO/P
O      

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 2 2 2 2 2 2 1 - 1 - - - 

CO2 3 3 3 3 3 2 2 - 2 - - - 

 
 
LIST OF EXPERIMENTS: 

1. Introduction to latest game engines such as Unity (C#), Unreal (C++, Blueprints), Godot 

(GDscript) 

2. Installation of Unity 

3. Working with interface of Unity 
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4. Creation of scenes and game objects using Unity 

5. Applying transformations of game objects and deactivation of game objects using Unity. 

6. Working with Constraints in Unity. 

7. Develop 2D game projects in Unity using sprites, Tilemaps and 2D physics system. 

8. Embedding various graphic features of Unity in game development. 

9. Working with Buit-in 3D Physics features: Character control, Rigid body physics, Collision, 

Joints and Multi-scene physics. 

10. Using scripting used to embed graphical effects, control the physical behaviour of objects 

and implement a custom AI system for characters in the game. 

11. Working with Unity’s Vehicle Module Feature. 

12. Creating a multiplayer game using Network Manager in LAN mode and using Network 

Manager in Matchmaker mode. 

13. Converting a single-player game to Unity Multiplayer. 

14. Implementation of Crowd simulation project using Unity. 
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Semester: 6th    
Paper code: AIML326T L T/P Credits 
Subject:  Data Mining  3 0 3 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks  
2. End Term Theory Examination: 75 Marks 

Instructions for Paper Setters:                                                                     Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 10 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 question 
from each unit. Each question should be 10 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 
1.  To identify the different types of data and using data pre-processing techniques applicable on 

the dataset. 
2.  To evaluate various classification and clustering techniques on real world datasets. 
3.  To apply data mining techniques on complex data types. 
4.  To analyze different association rule mining and sequence mining techniques. 
Course Outcomes: 

CO1 Interpret the basic concepts of data mining techniques to identify interesting and relevant 
patterns. 

CO2 Apply and perform pre-processing steps to prepare the data and get insights into the dataset. 

CO3 Analyze different association rules identified using association rule mining or sequence mining 
on real life datasets. 

CO4 Design and Develop models using classification and clustering techniques on complex data types. 

Course Outcomes (CO) to Programme Outcomes (PO)      
Mapping (Scale 1: Low, 2: Medium, 3: High 

 CO/ 
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 2 1 2 - 3 - - 1 - - - - 
CO2 2 2 2 3 - - - - 1 - - - 
CO3 2 -  2 3 - 1 - - 1 - - 
CO4 2 2  3 3 - - - -  1 2 
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Course Overview: 
The subject gives a detailed overview on data mining as a process starting from pre-processing 
the dataset to classification/clustering techniques on the data. The students are introduced to 
different techniques that can be applied to various types of complex data. Concepts like 
association rule mining and ensemble methods are also discussed in this subject. 
 
Unit I                     [8] 
Data Mining Basics- What is Data Mining, Kinds of Patterns to be Mined, Tasks of Data Mining, 
Data Mining Applications- The Business Context of Data Mining, Data Mining as a Research Tool, 
Data Mining for Marketing, Benefits of data mining.  
Data Pre-processing- Review of Data Pre-processing: Types of Data, Data Quality, Measurement 
and Data Collection Issues, Aggregation, Sampling, Dimensionality Reduction, Feature Subset 
Selection, Feature Creation, Data Discretization and Binarization, Variable Transformation, 
Measures of Similarity and Dissimilarity.  
 
Unit II                              [12] 
Classification- Types of classifiers, Rule based classifiers, Model Selection, Model Evaluation, 
Artificial Neural Networks: Activation Functions (Sigmoid, Tanh, ReLU, Leaky ReLU, Selu), 
Perceptron, Multilayer Feed-Forward Neural Network, Backpropagation, Semi-supervised 
classification, Active Learning, Ensemble Methods: Methods for Constructing an Ensemble 
Classifier, Bias-Variance Decomposition, Bagging, Boosting, GBM, XGBoost, Stacking, Random 
Forest. Metrics for Evaluating Classification Performance: Holdout method, Cross Validation, 
Bootstrap  
Handling Class Imbalance Problem: Evaluating Performance with Class Imbalance, Finding an 
Optimal Score Threshold, Multiclass Problem.  
 
Unit III                               [10] 
Association Rule Mining- Mining Frequent Patterns, Associations and correlations, Market Basket 
Analysis, Apriori algorithm, Support Counting, Improving the efficiency of Apriori, Rule generation 
in Apriori algorithm, FP growth algorithm, Eclat algorithm, Mining Various kinds of Association 
Rules, Maximal Frequent Itemsets, Closed Itemsets, Evaluation of Association Patterns. Handling 
Categorical Attributes, Handling Continuous Attributes. 
Sequential Patterns- Sequential Pattern Discovery, GSP algorithm, SPADE algorithm, Timing 
Constraints. 
 
Unit IV                              [10] 
Cluster detection- Different Types of Clusters, Hierarchical Methods: Agglomerative and Divisive 
Clustering, Density based Clustering: DBSCAN algorithm, Comparing K-means and DBSCAN, Self-
Organizing Maps (SOM), Cluster Evaluation. Outlier Analysis, Outlier Detection Methods. Mining 
Complex Data Types. 
Avoiding False Discoveries- Significance Testing, Hypothesis Testing, Multiple Hypothesis Testing, 
Pitfalls in Statistical Testing 
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Textbooks:  
3. Tan Pang- Ning, Steinbach M., Viach, Kumar V., “Introduction to Data Mining”, Second Edition, 

Pearson, 2013. 
4. Han J., Kamber M. and Pei J., “Data Mining Concepts and Techniques”, Second Edition, Hart 

Court India P. Ltd., Elsevier Publications, 2001. 
 
Reference Books:  
1. Zaki M.J., Meira W., “Data Mining and Machine Learning: Fundamental Concepts and 

Algorithms”, Second Edition, Cambridge University Press, 2020 
2. Witten, E. Frank, M. Hall, “Data Mining: Practical Machine Learning Tools and Techniques”, 

Morgan Kaufmann Publishers, 2011. 
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Semester: 6th  
Paper code: AIML326P L T/P Credits 
Subject:   Data Mining Lab 0 2 1 
Marking Scheme: 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

Instructions for Evaluators:                                                                       Maximum Marks: 60 

1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  To perform preprocessing on real world datasets. 

2.  To develop models using different data mining techniques on complex datasets. 

Course Outcomes: 

CO1 Analyze and apply pre-processing techniques to prepare and process real life datasets. 

CO2 Implement different clustering or classification techniques for varying sets of problems. 
Course Outcomes (CO) to Programme Outcomes (PO)      

Mapping (Scale 1: Low, 2: Medium, 3: High) 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO 07 PO 08 PO 09 PO 10 PO 11 PO 12 
CO1 2 1 - 2 3 - 1 - - 1 - - 
CO2 2 2 - 3 3 - - - - - 1 2 

 
 
List of Experiments 

1. Introduction and installation of WEKA tool. 

2. Perform data pre-processing including cleaning, integration and transformation on ARFF files 

using WEKA. 

3. Apply association rule mining on ARFF files using WEKA. 

4. Implementation of Neural Network technique on ARFF files using WEKA. 

5. Implementation of Bagging and Boosting techniques on ARFF files using WEKA. 
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6. Apply the concept of Voting ensemble method to ARFF files and compare the results with 

single classifiers. 

7. Implementation of Visualization technique on ARFF files using WEKA. 

8. Implementation of Clustering technique on ARFF files using WEKA. 

9. Study of DBMINER tool. 

10. Apply pre-processing and classification/regression techniques on a real-world dataset. 

Evaluate the performance of classification techniques using different parameters.   
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Semester: 6th     
Paper code: AIML334T L T/P Credits 
Subject:  Introduction to Robotics 4 0 4 
Marking Scheme 
Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                 Maximum Marks: 60 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

6. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1 Ability of students to implement the mechanisms of robot along with its grippers. 
Furthermore to understand kinematics of robot using DH representation 

2 Ability of students to utilize the differential motion and velocities of robot using 
jacobian. 

3 Ability of students to use the dynamic analysis of forces using Lagrangian and 
Newtonian method. 

4 Ability of students to implement the online and offline programming of robots. 
Course Outcomes: 
CO1 Student will be able to implement the mechanisms of robot along with its grippers 

and understand kinematics of robot using DH representation 
CO2 Student will be able to utilize the differential motion and velocities of robot using 

jacobian. 
CO3 Student will be able to use the dynamic analysis of forces using Lagrangian and 

Newtonian method. 
CO4 Student will be able to implement the online and offline programming of robots 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping  

(Scale 1: Low, 2: Medium, 3: High) 
CO/P
O 

PO
01 

PO
02 

PO
03 

PO
04 

PO
05 

PO
06 

PO
07 

PO
08 

PO
09 

PO
10 

PO
11 

PO
12 

CO1 3 3 3 3 3 2 1 - 1 3 1 2 
CO2 3 3 3 3 3 1 1 - 2 3 1 2 
CO3 3 3 3 3 3 1 1 - 3 3 2 3 
CO4 3 3 3 3 3 3 2 - 3 3 2 3 
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Course Overview: The  course provides a comprehensive introduction to the principles, 
technologies, and applications of robotics. This course covers the fundamental concepts, 
components, and algorithms used in robotics, as well as the design, development, and control of 
robotic systems. Students will gain hands-on experience with robot hardware and software, and 
explore various robotic applications across different industries. 

 
 
UNIT I                                                                                                                                            [10] 
Fundamentals of Robot Technology: Robot definition, automation and robotics, Robot anatomy, 
Brief History, Types of robots, Overview of robot subsystems, resolution, repeatability and accuracy, 
Degrees of freedom of robots, Robot configurations and concept of workspace, Mechanisms and 
transmission 
End effectors: Mechanical and other types of grippers, Tools as end effectors, Robot and effector 
interface, Gripper selection and design.   
Sensors and actuators used in robotics: Pneumatic, hydraulic and electrical actuators, applications 
of robots, specifications of different industrial robots 
 
UNIT II                                                                                                                                             [10] 
Kinematics of Robots: Transformation Matrices, Inverse transformation matrices, Forward and 
Inverse kinematic equation for position and orientation, Denavit-Hartenberg representation of 
robot, inverse kinematic solution for articulated robot, Numericals. 
Differential Motions and velocities: Jacobian, Differential motions of a frame, Differential motion 
between frames, Calculation of the Jacobian, Inverse Jacobian, Numericals. 
 
UNIT III                                                                                                                                           [10] 
Dynamic analysis of Force: Lagrangian and Newtonian mechanics, Dynamic equations form multiple 
–DOF Robots, Static force analysis of Robots, Transformation of forces and moments between 
coordinate frames, Numericals. 
Trajectory Planning: Basics of Trajectory planning, Joint space trajectory planning, Cartesian Space 
trajectories, Numericals. 
 
UNIT IV                                                                                                                                                          [10] 
Robot Programming languages & systems: Introduction, the three levels of robot programming, 
requirements of a robot programming language, problems peculiar to robot programming 
languages. 
Off-line programming systems: Introduction, central issues in on-line and offline programming, 
Programming examples. 
Application of robots: Typical applications of robots in material transfer, machine 
loading/unloading; processing operations; assembly and inspection. 
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Text Books: 

1. Saha, S. K. (2014). Introduction to robotics. Tata McGraw-Hill Education. 
2. Mittal, R. K., & Nagrath, I. J. (2003). Robotics and control. Tata McGraw-Hill. 
3. Fu, K. S., Gonzalez, R., & Lee, C. G. (1987). Robotics: Control Sensing. Vis. Tata McGraw-Hill 

Education.  
4. Niku, S. B. (2001). Introduction to robotics: analysis, systems, applications (Vol. 7). New Jersey: 

Prentice hall.  
 

Reference Books: 
1. Spong, M. W., & Vidyasagar, M. (2008). Robot dynamics and control. John Wiley & Sons. 
2. Choset, H., Lynch, K. M., Hutchinson, S., Kantor, G. A., & Burgard, W. (2005). Principles of robot 

motion: theory, algorithms, and implementations. MIT press. 
3. Bhaumik, A. (2018). From AI to robotics: mobile, social, and sentient robots. CRC Press.  
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Semester: 6th    
Paper code: IOT302 L T/P Credits 
Subject:   Digital Image Processing 3 0 3 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                                                          Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  To study basic image processing techniques of spatial and frequency domains for filtering 
applications. 

2.  To understand digital image acquisition tools and basic operations for image enhancement. 
3.  To analyze techniques such as image denoising, image segmentation, Image enhancement 

and edge detection. 
4.  To design image compression and image segmentation algorithms. 

Course Outcomes: 

CO1 
Understanding of the fundamental concepts of image processing, including image 
representation, enhancement, restoration, compression, and segmentation. 

CO2 Analyze various segmentation techniques for image analysis 
CO3 Outline the various feature extraction techniques for image analysis 
CO4 Design image compression and image segmentation algorithms. 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping          (Scale 1: Low, 2: Medium, 3: High) 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO0

9 
PO10 PO

11 
PO
12 

CO1 2 2 2 2 2 2 1 - 1 - - - 
CO2 3 3 3 3 3 2 2 - 2 - - - 
CO3 3 3 3 3 3 3 2 - 2 - - - 
CO4 3 3 3 3 3 3 2 1 2 - - 2 
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Course Overview:  
To introduce the student to various image processing techniques and image fundamentals. To 
describes the main characteristics of digital images, how they are represented. 
Mathematical transforms such as such as Fourier, Cosine transforms, Singular value 
decomposition, 2D Wavelet transform, image enhancement techniques. Image restoration and 
denoising, segmentation, lossy and lossless data compression algorithms, binary and color image 
processing. 
 
Unit I                                     [10] 
INTRODUCTION TO IMAGE PROCESSING: Introduction to images and its processing, 
Components of image processing systems, image representations, Image file formats, recent 
applications of digital image processing, image sampling and quantization, Image Analysis, 
Intensity transformations, contrast stretching, Correlation and convolution, Smoothing filters, 
sharpening filters, gradient and Laplacian. Need for transform, Fourier, Cosine transforms, 2D 
Wavelet transform, Different properties of image transform techniques. 
 
Unit II                                         [10] 
Concept of image compression, lossless techniques (Huffman Coding, Arithmetic and Lempel-Ziv 
Coding, Other Coding Techniques) and lossy compression techniques (Transform Coding & K-L 
Transforms, Discrete Cosine Transforms, and BTC), Enhancement in spatial and transform domain, 
histogram equalization, Directional Smoothing, Median, Geometric mean, Harmonic mean, Homo-
morphic filtering 
 
Unit III                                         [12] 
Image degradation, Type of image blur, Classification of image restoration techniques, image 
restoration model, Linear and nonlinear restoration techniques, Image denoising, Median filtering. 
Classification of image segmentation techniques, Boundary detection-based techniques, Point, 
line detection, Edge detection, Edge linking, local processing, regional processing, Thresholding, 
Iterative thresholding, Otsu's method, Region-based segmentation, Watershed algorithm, Use of 
motion in segmentation 
 
Unit IV                                                                          [10] 
Binarization: Basic Set theory, Binary morphological operations and its properties, Color Image 
Representation, Converting Between Color Spaces, The Basics of Color Image Processing, Color 
Transformations, Spatial Filtering of Color Images, Working Directly in RGB Vector Space, 
Applications of digital image processing: Case studies 
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Text Books 

1. Digital Image Processing, R.C. Gonzalez and R.E. Woods, 2nd edition, Pearson Prentice Hall, 
2008  

2. Anil K. Jain, Fundamentals of Digital Image Processing, Prentice Hall, 1989. 
Reference Books  

1. Digital Image processing, S Jayaraman, TMH, 2012 
2. William K. Pratt, Digital Image Processing, 3rd Edition, John Wiley, 2001.  

MOOC  
1. https://nptel.ac.in/courses/117/105/117105079/ 

2. https://nptel.ac.in/courses/117/105/117105135/ 
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Semester: 6th     
Paper code: IOT352P L T/P Credits 
Subject:  Digital Image Processing Lab 0 2 1 
Marking Scheme: 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

Instructions for Evaluators:                                                                       Maximum Marks: 60 
1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  To introduce the concepts of image processing and basic analytical methods to be used 
in image processing. 

2.  To familiarize students with image enhancement and restoration techniques, different 
image compression techniques 

Course Outcomes: 

CO1 Analyze techniques such as image denoising, image segmentation, Image enhancement 
and edge detection. 

CO2 Apply spatial and frequency domain filters on an image data set.  
Course Outcomes (CO) to Programme Outcomes (PO) Mapping          (Scale 1: Low, 2: Medium, 3: High) 

 
CO/P
O 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 2 2 2 2 1 - - - - - - 1 
CO2 2 2 2 2 1 1 1 1 1 1 1 2 

 
LIST OF EXPERIMENTS: 

1. Create a program to demonstrate Geometric transformations- Image rotation, scaling, and 

translation.  

2. Display of FFT (1-D & 2-D) of an image and apply Two-dimensional Fourier transform to 

represent the content of an image using the discrete Fourier transform (DFT) and masking 

with DFT. 

3. Write a Program of Contrast stretching of a low contrast image, Histogram, and Histogram 

Equalization and Display of bit planes of an Image. 
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4. Computation of Mean, Standard Deviation, Correlation coefficient of the given Image  

5.  Implementation of Image Smoothening Filters (Mean and Median filtering of an Image)  

6. Implementation of image sharpening filters and Edge Detection using Gradient Filters. 

7. Implementation of Image Compression by DCT, DPCM, HUFFMAN coding. 

8. Implementation of image restoring techniques. 

9. Implementation of Image Intensity slicing technique for image enhancement. 

10. Study and implement Canny edge detection Algorithm to images and compare it with the 

existing edge detection algorithms.  
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Semester: 6th    
Paper code: IOT304T L T/P Credits 
Subject:   Wireless Sensor Networks 3 0 3 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks  
2. End term Theory Examination: 75 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                                                              Maximum Marks: 75 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  To understand basic concepts of wireless sensor networks. 
2.  To learn about the MAC and Routing protocols. 
3.  To understand the middleware architecture and network management models for WSN. 
4.  To study Applications and Deployment of Wireless Sensor Networks 

Course Outcomes: 

CO1 Understand the WSN concepts, challenges and applications 
CO2 Learn the hardware and software components and the operating environment 

CO3 Learn the MAC protocols and Routing protocols used in WSN along with challenges and 
design issues 

CO4 Learn the Middleware architecture & Network Management for WSN 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 - - 2 2 2 - 1 1 - - 1 1 
CO2 - 2 2 2 2 - 1 - - - 1 1 

CO3 - 2 2 2 2 - 1 - - - 1 1 

CO4 1 1 2 2 2 1 1 1 - - 1 1 
 
Course Overview:  
This course provides students with an opportunity to learn the fundamentals behind the design of 
wireless sensor networks. A primary focus of this course is to give students hands-on programming 
experience with various sensors and sensing platforms. Wireless sensor networks further 
contribute to the widespread use of distributed sensor systems. The miniaturization of computing 
and sensing technologies enables the development of tiny, low-power, and inexpensive sensors, 
actuators, and controllers. Further, embedded computing systems (i.e., systems that typically 
interact closely with the physical world and that are designed to perform only a limited number of 
dedicated functions) continue to find application in an increasing number of areas. 
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Unit I                                     [10] 
Introduction: Introduction to Wireless Sensor Network (WSN), Sensor Network Architectural 
Elements, Challenges and Hurdles, Applications of WSN. Review of Sensor and Transmission 
Technology: Sensor Node Technology.        
 
Unit II                                         [10] 
Communication Protocols: MAC Protocols: Fundamentals of MAC Protocols, MAC Protocols for 
WSN, BMAC Protocol, IEEE 802.15.4 standard and ZigBee. Routing Protocols: Data Dissemination 
and Gathering, Routing Challenges and Design Issues, Routing Strategies in WSN.   
           
 
Unit III                                         [10] 
Transport Control Protocols: Traditional Transport Control Protocols, Design Issues in Transport 
Protocols, WSN Middleware Principles, Middleware Architecture. 
 
Unit IV                                                                      [10] 
Network Management for WSN: Network Management Requirements, Traditional Network 
Management Models, Network Management Design Issues.         

Text Books 
1. Kazem, Sohraby, Daniel Minoli, Taieb Zanti, “Wireless Sensor Network: Technology, 

Protocols and Application”, John Wiley and Sons 1st Ed., 2007 (ISBN: 978-0-471-74300-2). 
2. Holger Karl, Andreas Willig, “Protocols and Architectures for Wireless Sensor Network”, 

John Wiley and Sons, 2005 (ISBN: 978-0-470-09511-9). 
 
Reference Books  

1. Raghavendra, Cauligi S, Sivalingam, Krishna M., Zanti Taieb, “Wireless Sensor Network”, 
Springer 1st Ed. 2004 (ISBN: 978-4020-7883-5). 

2. Feng Zhao, Leonidas Guibas, “Wireless Sensor Network”, Elsevier, 1st Ed. 2004 (ISBN:     13- 
978- 1-55860-914-3). 

3. B. Krishnamachari, “Networking Wireless Sensors”, Cambridge University Press. 
4. N. P. Mahalik, “Sensor Networks and Configuration: Fundamentals, Standards, Platforms, 

and Applications” Springer Verlag. 
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Semester: 6th     
Paper code: IOT304P L T/P Credits 
Subject:  Wireless Sensor Network Lab 0 2 1 
Marking Scheme: 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

Instructions for Evaluators:                                                                                      Maximum Marks: 60 
1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  To design various topologies of Wireless networks. 

2.  To demonstrate the physical and MAC layer protocols of Wireless networks. 

Course Outcomes: 

CO1 Analyze techniques such as image denoising, image segmentation, Image enhancement 
and edge detection. 

CO2 Apply spatial and frequency domain filters on an image data set.  
Course Outcomes (CO) to Programme Outcomes (PO) Mapping          (Scale 1: Low, 2: Medium, 3: High) 

CO/P
O 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 2 2 2 2 3 - - - - 1 - - 
CO2 2 2 2 2 2 1 1 1 2 1 1 2 

 
LIST OF EXPERIMENTS 
(Wireless Sensor Network Lab) 

1. Create a sample wireless topology using Simulation Tool using NS2/NS3/MATLAB. 
2. Create a mobile Ad-hoc networks using Simulation Tool. 
3. Implement a Low Energy Adaptive Hierarchy protocol using Simulation Tool.  
4. Implement a Power Efficient Gathering in Sensor Information System using Simulation 

Tool. 
5. Implement a Sensor Protocol for Information via Negotiation (SPIN) using Simulation Tool. 
6. Implement a Power Efficient and Delay Aware MAC protocol using Simulation Tool. 
7. Implement a Predictive Wake-up MAC protocol using Simulation Tool.  
8. Implement a Proactive and Reactive based MAC protocol using Simulation Tool.  
9. Implement a Transmission Control Protocol using Simulation Tool.  
10. Implement a Scheduling based protocol for WSNs using Simulation Tool. 
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Semester: 6th    
Paper code: IOT306T L T/P Credits 
Subject:   Mobile Computing 3 0 3 
Marking Scheme 

Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                             Maximum Marks: 75 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  To understand basic concepts of wireless sensor networks. 
2.  To learn about the MAC and Routing protocols. 
3.  To understand the middleware architecture and network management models for WSN. 
4.  To study Applications and Deployment of Wireless Sensor Networks 

Course Outcomes: 

CO1 Understand the WSN concepts, challenges and applications 
CO2 Learn the hardware and software components and the operating environment 

CO3 Learn the MAC protocols and Routing protocols used in WSN along with challenges and 
design issues 

CO4 Learn the Middleware architecture & Network Management for WSN 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 - - 2 2 2 - 1 1 - - 1 1 
CO2 - 2 2 2 2 - 1 - - - 1 1 

CO3 - 2 2 2 2 - 1 - - - 1 1 

CO4 1 1 2 2 2 1 1 1 - - 1 1 
 
Course Overview:  
The course on Mobile Computing provides a concise yet comprehensive overview of the 
fundamental concepts and technologies in the field. Students will learn about the architecture of 
mobile computing systems, wireless communication protocols, mobile application development, 
and location-based services. Topics covered include mobile operating systems, mobile device 
hardware, mobile network infrastructure, mobile security, and emerging trends in mobile 
computing. Practical exercises and case studies will enhance students' understanding of mobile 
computing applications and their impact on various industries. 
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Unit I                                     [10] 
Introduction: Introduction to Mobile Computing, Applications of Mobile Computing, Generations 
of Mobile Communication Technologies, Multiplexing, Spread spectrum, MAC Protocols, SDMA, 
TDMA, FDMA, CDMA. Mobile Device Operating Systems: Special Constraints & Requirements, 
Commercial Mobile Operating Systems. 
 
Unit II                                         [10] 
Mobile Telecommunication System: Introduction to Cellular Systems. GSM: Services & 
Architecture, Protocols, Connection Establishment. Frequency Allocation, Routing, Mobility 
Management, Security Architecture, Handover Security 
 
Unit III                                         [10] 
Mobile Network Layer: Mobile IP, DHCP, AdHoc Network, Proactive Protocol-DSDV, Reactive 
Routing Protocols DSR, AODV, Hybrid routing, ZRP, Multicast Routing- ODMRP, Vehicular Ad Hoc 
networks (VANET), MANET Vs VANET, Security.  
     
Unit IV                                                                          [10] 
Mobile Transport and Application Layer: Mobile TCP, WAP: Architecture, WDP, WTLS, WTP, WSP, 
WAE, WTA Architecture – WML. Software Development Kit: iOS, Android, BlackBerry, Windows. 
M-Commerce Structure: Pros & Cons. Mobile Payment System: Security Issues 
 
Text Books: 

1. Jochen Schiller, ―Mobile Communications, PHI, Second Edition, 2003. 
2. Prasant Kumar Pattnaik, Rajib Mall, ―Fundamentals of Mobile Computing, PHI Learning.  

 
Reference Books:  

1. Dharma Prakash Agarwal, Qing and An Zeng, "Introduction to Wireless and Mobile 
systems", Thomson Asia Pvt Ltd, 2005.  

2. Uwe Hansmann, Lothar Merk, Martin S. Nicklons and Thomas Stober, ―Principles of 
Mobile Computing, Springer, 2003.  
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Semester: 6th     
Paper code: IOT306P L T/P Credits 
Subject:  Mobile Computing Lab 0 2 1 
Marking Scheme: 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

Instructions for Evaluators:                                                                       Maximum Marks: 60 
1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  To analyze different types of routing protocols  

2.  To create meaningful insights in the field of MANET and VANET 

Course Outcomes: 

CO1 Analyze techniques such as image denoising, image segmentation, Image enhancement 
and edge detection. 

CO2 Apply spatial and frequency domain filters on an image data set.  
CO/P
O 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 2 2 2 2 1 1 1 2 1 1 1 2 
CO2 2 2 2 2 1 1 1 2 1 1 1 2 

 
LIST OF EXPERIMENTS: 
 
1. Study and install a Network Simulator (CISCO packet tracer/GNS3) 
2. Study and implement Reactive Routing Protocol on a Network Simulator 
3. Study and implement Dynamic Source Routing Protocol on a Network Simulator 
4. Study and implement Ad-hoc On Demand Distance Vector (AODV) on a Network Simulator 
5. Study and implement Hybrid routing on a Network Simulator 
6. Study and implement Multicast Routing ODMRP i.e. On Demand Multi Cast Routing Protocol  
7. Study and implement Vehicular Ad Hoc networks (VANET) 
8. Study and implement MANET (Mobile Ad-hoc Network) 
9. Prepare a case study for a comparative analysis of MANET Vs VANET 
10. Compare and contrast the various routing protocols using an industrial case study. 
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Semester: 6th    
Paper code: IOT308T L T/P Credits 
Subject:  Soft Computing   3 0 3 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  To provide students with an understanding of optimization approaches and its types. 
2.  To enable students to develop proficiency in solving optimization problems using classical 

techniques. 
3.  To develop proficiency in solving optimization problems using meta-heuristics techniques. 
4.  To provide understanding of heuristic and hybrid optimization approaches and develop 

proficiency in solving optimization problems using heuristic and hybrid optimization 
techniques. 

Course Outcomes: 

CO1 
Students will be able to identify and comprehend the different optimization problems in 
real-world applications. 

CO2 Students will be able to comprehend, analyze and solve the classical optimization 
problems including linear, quadratic, and integer programming problems.  

CO3 
Students will be able to apply and analyze the performance of meta-heuristics 
optimization techniques to solve different optimization problems 

CO4 
Students will be able to apply heuristics and hybrid optimization techniques to solve 
different optimization problems and analyze their performance for different problems. 

  

CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 3 3 2 3 1 1    1  1 
CO2 3 3 3 3 2 1    1  1 
CO3 3 3 3 3 3 2 1   1  1 
CO4 3 3 3 3 3 2 1 3  1  1 
 
 

INSTRUCTIONS TO PAPER SETTERS:                                                 Maximum Marks: 75 
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Course Overview 
Soft Computing is a multidisciplinary subject combining artificial intelligence techniques and 
optimization methods to solve complex real-world problems. This course provides an overview of 
fuzzy logic, neural networks, and genetic algorithms. Students will learn about the principles, 
algorithms, and applications of soft computing methods in areas such as pattern recognition, data 
mining, optimization, and control systems. Emphasis is placed on practical implementations and 
case studies to develop problem-solving skills in various domains.  
 
Unit I                                                                                                                                          [10] 
Introduction: What is Soft Computing? Difference between Hard and Soft computing, Requirement 
of Soft computing, Applications of Soft Computing, Neural Networks: History, overview of biological 
Neuro-system, Mathematical Models of Neurons, ANN architecture, Learning rules, Learning 
Paradigms-Supervised, unsupervised and reinforcement Learning, ANN training Algorithms 
perceptions, Training rules, Delta, Back Propagation Algorithm, Multilayer Perceptron Model, 
Hopfield Networks, Associative Memories, Applications of Artificial Neural Networks. 
 
Unit II                                                                                                                                         [8] 
Deep Learning Concepts: Regularization, Bias Variance, Batch Normalization, Weight Initialization 
Strategies, Learning vs Optimization, Early Stopping, Mini-Batch algorithm, Methods - Batch 
Gradient Descent (GD), GD with momentum. Improved Optimization: Newer optimization methods 
for neural networks (Adagrad, adadelta, rmsprop, adam, NAG), second order methods for training, 
Saddle point problem in neural networks, Regularization methods (dropout, drop connect, batch 
normalization). Deep Learning in Practice: Practical Tips for Training Deep Neural Networks, 
Performance Metrics, Baseline Methods, Data Requirements, Hyperparameter Tuning: Manual vs 
Automatic, Grid vs Random, Model based hyperparameter tuning. 
 
Unit III                                                                                                                                                [12] 
Fuzzy Logic: Introduction to Fuzzy Logic, Classical and Fuzzy Sets: Overview of Classical Sets, 
Membership Function, Fuzzy rule generation. Operations on Fuzzy Sets: Compliment, Intersections, 
Unions, Combinations of Operations, Aggregation, Operations. Fuzzy Arithmetic: Fuzzy Numbers, 
Linguistic Variables, Arithmetic Operations on Intervals & Numbers, Lattice of Fuzzy Numbers, Fuzzy 
Equations. Fuzzy Logic: Classical Logic, Multivalued Logics, Fuzzy Propositions, Fuzzy Qualifiers, 
Uncertainty based Information: Information & Uncertainty, Nonspecificity of Fuzzy & Crisp Sets, 
Fuzziness of Fuzzy Sets. 
 
Unit IV                                                                                                                                                [10] 
Introduction of Neuro-Fuzzy Systems: Architecture of Neuro Fuzzy Networks. Application of Fuzzy 
Logic: Medicine, Economics etc. Genetic Algorithm: An Overview, GA in problem solving, 
Implementation of GA. 
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Text Books  

1.  Hertz J. Krogh, R.G. Palmer, ―Introduction to the Theory of Neural Computation‖, 
Addison-Wesley, California, 1991.  

2. G.J. Klir & B. Yuan, ―Fuzzy Sets & Fuzzy Logic‖, PHI, 1995.  
3. Melanie Mitchell, ―An Introduction to Genetic Algorithm‖, PHI, 1998.  
4. F. O. Karray and C. de Silva, ―Soft computing and Intelligent System Design‖, Pearson, 

2009.  
 
Reference Books  

1. Neural Networks-A Comprehensive Foundations‖, Prentice-Hall International, New Jersey, 
1999.  

2. Freeman J.A. & D.M. Skapura, ―Neural Networks: Algorithms, Applications and 
Programming Techniques‖, Addison Wesley, Reading, Mass, (1992). 
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Semester: 6th     
Paper code: IOT308P L T/P Credits 
Subject:  Soft computing Lab  0 2 1 
Marking Scheme 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                             Maximum Marks: 60 
1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in 
the experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  To design and implement soft computing models for a variety of tasks, including image 
classification, object detection, natural language processing, and speech recognition. 

2.  To evaluate the performance of deep learning models using appropriate metrics and 
techniques 

Course Outcomes: 

CO1 Implement soft computing models for a variety of tasks, including image classification, 
object detection, natural language processing, and speech recognition. 

CO2 Apply deep learning algorithms to a real-world problem, optimize the models learned 
and report on the expected accuracy that can be achieved by applying the models. 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping          (Scale 1: Low, 2: Medium, 3: High) 
CO/
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO
12 

CO1 2 2 2 2 1 1 1 2 1 1 1 2 
CO2 2 2 2 2 1 1 1 2 1 1 1 2 

 
 
LIST OF EXPERIMENTS: 
 

1. Create a perceptron with appropriate no. of inputs and outputs. Train it using fixed 
increment learning algorithm until no change in weights is required. Output the final 
weights.  

2. Create a simple ADALINE network with appropriate no. of input and output nodes. Train it 
using delta learning rule until no change in weights is required. Output the final weights.  

3. Implement multilayer perceptron algorithm for MNIST Hand written Digit Classification. 
4. Design a neural network for classifying movie reviews (Binary Classification) using IMDB 

dataset. 
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5. Design a neural Network for classifying news wires (Multi class classification) using Reuters 
dataset. 

6. Design a neural network for predicting house prices using Boston Housing Price dataset. 
7. Build a Convolution Neural Network for MNIST Hand written Digit Classification. 
8. Build a Convolution Neural Network for simple image (dogs and Cats) Classification 
9. Use a pre-trained convolution neural network (VGG16) for image classification. 
10. Implement one hot encoding of words or characters. 
11. Implement word embeddings for IMDB dataset. 
12. Implement a Recurrent Neural Network for IMDB movie review classification problem. 
13. Implement Union, Intersection, Complement and Difference operations on fuzzy sets. Also 

create fuzzy relation by Cartesian product of any two fuzzy sets and perform maxmin 
composition on any two fuzzy relations.  

14. Solve Air Conditioner Controller using MATLAB Fuzzy logic toolbox  
15. Implement TSP using GA. 
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Semester: 6th    
Paper code: IOT310T L T/P Credits 
Subject:  Cloud Computing 3 0 3 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                                 Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  This course introduces about the cloud environment. 
2.  Building software systems and components that scale to millions of users in modern 

internet. 
3.  Cloud concepts capabilities across the various cloud service models including IaaS, PaaS, 

SaaS, and developing cloud based software applications on top of cloud platforms.  
4.  This course also introduces about the data intensive computing and studies about 

different cloud applications.  
Course Outcomes: 

CO1 
Understands the basic concepts and terminologies in cloud computing, parallel and 
distributed computing 

CO2 Demonstrate the knowledge in virtualization and different technology examples of 
virtualization 

CO3 Understands the cloud computing architecture and how to build Aneka clouds. 

CO4 Able to design data intensive applications using Map-Reduce programming. 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping          (Scale 1: Low, 2: Medium, 3: High) 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 3 1 - - - 1 1 - - 2 - - 
CO2 3 3 3 3 3 - - - - 2 - - 
CO3 3 3 3 2 2 - - - - 2 - - 
CO4 3 3 3 2 3 2 1 - - 2 - - 
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Unit I                                                                                                                                        [6] 

Introduction: Cloud Computing at a Glance, Historical Developments, Building Cloud Computing 
Environments, Computing Platforms and Technologies. 
Principles of Parallel and Distributed Computing: Eras of Computing, Parallel vs. Distributed 
Computing, Elements of Parallel Computing, Elements of Distributed Computing, Technologies for 
Distributed Computing 

 
Unit II                                                                                                                                        [8] 

Virtualization: Introduction, Characteristics of Virtualized Environments, Taxonomy of 
Virtualization Techniques, Virtualization and Cloud Computing, Pros and Cons of Virtualization, 
Technology Examples. 
Cloud Computing Architecture: Introduction, Cloud Reference Model, Types of Clouds, Economics 
of the Cloud, Open Challenges 

 
Unit III                                                                                                                                        [12] 

Cloud Application Platform: Anatomy of the Aneka Container, Building Aneka Clouds, Cloud 
Programming and Management High-Throughput Computing: Task Programming: Task 
Computing, Task-based Application Models, Aneka Task-Based Programming. 
Data Intensive Computing: Map-Reduce Programming: What is Data-Intensive Computing? 
Technologies for Data-Intensive Computing. 
 

Unit IV                                                                                                                                        [12] 
Cloud Applications: Scientific Applications, Healthcare: ECG Analysis in the Cloud, Biology: 
Protein Structure Prediction, Biology: Gene Expression Data Analysis for Cancer Diagnosis, 
Business and Consumer Applications, Multiplayer Online Gaming. 
Advanced Topics in Cloud Computing: Energy Efficiency in Clouds, Market Based Management of 
Clouds 
 
Text/Reference Books 

1. Mastering Cloud Computing: by Rajkumar Buyya, Christian Vecchiola and S. Thamarai  
Selvi, McGraw Hill Education.  

2. Cloud Computing: by Rajkumar Buyya, TMH    
  



 

 GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY, 
EAST DELHI CAMPUS, 

SURAJMAL VIHAR-110092 

 

Approved by BoS of USAR : 1/08/22,                 Approved by AC sub-committee : 29/08/22 
Applicable from Batch Admitted in Academic Session 2021-22 Onwards                                  Page | 178 

 
Semester: 5th     
Paper code: IOT310P L T/P Credits 
Subject:  Cloud Computing Lab 0 2 1 
Marking Scheme 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                             Maximum Marks: 60 
1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in 
the experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  To demonstrate the use of virtualization and cloud computing 

2.  Understanding of virtualization technologies such as hypervisors, virtual machines, and 
containers used in cloud computing. 

Course Outcomes: 

CO1 Deploy and manage virtual machines and containers on a cloud platform. 

CO2 Configure and manage cloud storage, network, and security services. 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping          (Scale 1: Low, 2: Medium, 3: High) 
CO/
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 2 2 2 2 3 - - - - 1 - - 
CO2 2 2 2 2 1 1 1 - 1 1 1 2 

 
 
 
LIST OF EXPERIMENTS (Cloud Computing Lab) 

1. Install virtualbox/vmware workstation 45 5 install a c compiler in the virtual machine and 

execute a sample program 

2. Create type 2 virtualization in vmware. Allocate memory and storage space as per 

requirement. Install guest os on that vmware. 

3. Adding a new virtual disk to a virtual machine. Convert basic disc to dynamic disc and vice 

versa  

a. Shrink and extend virtual disk  
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b. Create, manage, configure and schedule snapshots  

c. Create spanned, mirrored and striped volume 

d. Create raid 5 volume 

4. Sharing and data transfer between the virtual machines  

5. Create type 2 virtualization on esxi 6.5 server  

6. Create a vlan in cisco packet tracer  

7. Create a vpn from one virtual machine to another virtual and pass data secure way  

8. Find procedure to set up the one node hadoop cluster 

9. Simulate a cloud scenario using cloudsim and run a scheduling algorithm that is not present 

in cloudsim. 

10. Data analytics in the cloud: Perform data analytics and processing in a cloud environment 

using services such as AWS EMR, Google Cloud Dataproc, or Azure Hdinsight. 

11. Implement cloud security controls such as encryption, access management, and network 
security using cloud-native services. 
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Semester: 6th    
Paper code: IOT312T L T/P Credits 
Subject:   Mechatronics: Foundations and Applications 3 0 3 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  To analyze the elements required to integrate the entire mechatronic systems 
developments. 

2.  To apply the optimization concepts mechatronics elements selection and process parameter 
optimization. 

3.  To analyze the concepts of engineering system and dynamic response of the system. 
4.  To realize the concepts of real time interfacing and data acquisition. 

Course Outcomes: 

CO1 Analyze the elements required to integrate the entire mechatronic systems 
developments. 

CO2 Apply the optimization concepts mechatronics elements selection and process parameter 
optimization. 

CO3 Analyse the concepts of engineering system and dynamic response of the mechatronic 
system. 

CO4 Realize the concepts of real time interfacing and data acquisition. 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping          (Scale 1: Low, 2: Medium, 3: High) 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 2 2 2 2 1 1 - - - - - - 
CO2 2 3 3 3 3 1 - - - - - - 
CO3 3 3 3 3 2 1 - - - - - - 
CO4 3 2 3 3 3 2 1 - - - - 1 

 
  

INSTRUCTIONS TO PAPER SETTERS:                                                 Maximum Marks: 75 
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Course Overview: The course introduces the various elements required to design and integrate 
the mechatronic systems and to acquire the modelling skills to capture the system dynamics of 
hybrid systems and to familiar the system identification techniques and to practice the design and 
assembly of mechanical system in software environment for integrating various system sub-
elements. It also analyzes and evaluate the functions of systems models for integrating the virtual 
elements of mechatronics.  
 
UNIT I:                         [12] 
Introduction: Introduction to Mechatronics System, Elements of mechatronics system, mechatronics 
in manufacturing, product and design, Measurement Systems, Control System, comparison 
between traditional and mechatronics approach.  
Applications of Mechatronics system: Mechatronic approach to design, motion control using dc 
motor, ac motor and servomotor, temperature control of hot/cold reservoir, Boat Auto pilot, Pick 
and place robots, high speed tilting train, automatic car park system, coin counter, engine 
management system, automated guided vehicle, autonomous mobile system, antilock brake 
system control, Auto-Focus Camera, Printer, Domestic Washing Machine, Optical Mark Reader, 
Bar Code Reader 

 
UNIT-II:                    [10] 
System Models: Mathematical models, Mechanical, Electrical, hydraulic and Thermal Systems, 
Modelling of dynamic systems. 
Design of Mechatronics systems: Stages in designing mechatronics system, Traditional and 
Mechatronic design. 
 
UNIT III:                            [10] 
Mechanical Actuation System: Cams, Gear trains, Ratchet and Pawl, Belt and chain drives, 
Bearings. 
Hydraulic and Pneumatic Actuation System: Introduction to Hydraulic and Pneumatic Systems, 
Directional Control valves, Flow control valves. 
Electrical Actuation System: Electrical systems, Solid State Switches, Solenoids, D.C. motors, A.C. 
motors, Stepper motors.  
 
Unit IV:                                [10] 
Programmable logic controllers: Programmable logic controllers (PLC) Structure, Input / Output 
Processing, principles of operation, PLC versus computer, Programming Languages, programming 
using Ladder Diagrams, Logic Functions, Latching, Sequencing, Timers, Internal Relays And 
Counters, Shift Registers, Master and Jump Controls, Jumps, Data Movement, Code Conversion, 
Data handling and manipulation, selecting a PLC.  

 
Text Books:    

1. W.Bolton, (2003) Mechatronics, Pearson education, second edition, fifth Indian Reprint. 
2. Smaili, A., & Mrad, F. (2008). Mechatronics: Integrated technologies for intelligent machines. 

Oxford University Press. 
3. Alciatore, D. G. (2007). Introduction to mechatronics and measurement systems. Tata McGraw-

Hill Education. 
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Reference Books:  

1. R.K Rajput, (2007) A textbook of mechatronics, S. Chand & Co. 
2. D. A. Bradley, Dawson D., Buru N.C. and. Loader A.J, (1993) Mechatronics, Chapman and Hall. 
3. Necsulescu, D. S. (2002). Mechatronics. Pearson College Division. 
4. Kamm, L. J. (1995). Understanding electro-mechanical engineering: an introduction to 

mechatronics (Vol. 3). John Wiley & Sons. 
5. Nitaigour Premchand Mahadik, (2003) Mechatronics, Tata McGraw-Hill publishing Company 

Ltd, 2003. 
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Semester: 6th     
Paper code: IOT312P L T/P Credits 
Subject:  Mechatronics: Foundations and Applications Lab 0 2 1 
Marking Scheme 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                             Maximum Marks: 60 
1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class commencement 

under the intimation to the office of the HOD/ Institution in which they appear is being 
offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 
1 To apply a suitable sensor and image processing technique for Mechatronics systems 

2 To develop a model of pneumatic and hydraulic circuits by using simulation software 

Course Outcomes: 

CO1 Applying a suitable sensor and image processing technique for Mechatronics systems 
CO2 Developing a model of pneumatic and hydraulic circuits by using simulation software 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping           

(Scale 1: Low, 2: Medium, 3: High) 
CO/
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 2 2 2 2 1 1 1 2 1 1 1 2 
CO2 2 2 2 2 1 1 1 2 1 1 1 2 

 

 
Lab Experiments: 
 

1. Study and demonstration of mechatronics system and its components. 
2. Demonstrate Data Logger device and analyse 
3. Air Compressor with Storage Tank 
4. Multi Flow Process Trainer with Computerized Data Logging System 
5. DC Servo Motor with PID Controller 
6. Study and Demonstration of PLC Hardware and Software. 
7. Demonstrate different mechanical components and their working in the automation 

system.  
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8. Study of the following equipment: 
a) Flow Control Valves 
b) Directional Control Valves 
c) Pressure Control Valves 

9.  Circuits for reciprocating motion of a single acting and double acting pneumatic cylinders. 
10. Circuits for speed control of a 
11. (a) Single acting pneumatic cylinder. 

(b) Double acting Pneumatic cylinder. 
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Semester: 6th     
Paper code: IOT314T L T/P Credits 
Subject:  Big Data in IOT 3 0 3 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 

Course Objectives: 
1.  To introduce the concept of big data and its types. 
2.  To analyze different types of virtualizations to work with big data 
3.  To apply different analytics in big data 
4.  To familiarize the students with Hadoop ecosystem and its distribution 

Course Outcomes: 

CO1 Understand the concept of big data and its types. 
CO2 Analyze different types of virtualizations to work with big data 

CO3 Apply Map Reduce fundamentals and different analytics in big data 

CO4 Design the Hadoop ecosystem and its distribution 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping           

(Scale 1: Low, 2: Medium, 3: High) 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 3 1 - - - 1 1 - - 2 - - 
CO2 3 3 3 3 3 - - - - 2 - - 
CO3 3 3 3 2 2 - - - - 2 - - 
CO4 3 3 3 2 3 2 1 - - 2 - - 

 
 
 
 
 

INSTRUCTIONS TO PAPER SETTERS:                                                 Maximum Marks: 75 
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Course Overview: 
Big data analytics is a field of study that focuses on the use of various analytical and statistical 
methods to extract insights, patterns, and trends from large and complex data sets. The goal of 
this course is to help businesses and organizations make more informed decisions, improve 
operational efficiency, and identify new business opportunities. 
 
UNIT I:                  [10] 
Introduction to Big Data- The Evolution of Data Management, Defining Big Data, Understanding 
the Waves of Managing Data, building a Successful Big Data Management Architecture, 
Examining Big Data Types: Structured Data, Unstructured Data. Putting Big Data Together. Brief 
History of Distributed Computing, Basics of Distributed Computing for big data. 

 
UNIT II:                                                               [10] 
Exploring the Big Data Stack- Layer 0: Redundant Physical Infrastructure, Layer 1: Security 
Infrastructure, Layer 2: Operational Databases, Layer 3: Organizing Data Services and Tools, Layer 
4: Analytical Data Warehouses. Big Data Analytics, Big Data Applications.  

Virtualization: Basics of Virtualization, Server virtualization, Application virtualization, Network 
virtualization, Processor and memory virtualization, Data and storage virtualization, Managing 
Virtualization with the Hypervisor, Implementing Virtualization to Work with Big Data. 

 

UNIT III:                               [10] 
Analytics and Big Data- Basic analytics, Advanced analytics, Operationalized analytics, Monetizing 
analytics, Text Analytics and Big Data, Social media analytics, Text Analytics Tools for Big Data, 
Attensity, Clarabridge, OpenText. 
MapReduce Fundamentals- Understanding the map function, Adding the reduce function.  
Anatomy of a Map Reduce Job Run, Failures, Job Scheduling, Shuffle and Sort, Task Execution, Map 
Reduce Types and Formats, Map Reduce Features. 
 

UNIT IV:                    [10] 
Exploring Hadoop- Hadoop & its Features, Hadoop Ecosystem, Hadoop 2.x Core Components, 
Hadoop Storage: Understanding the Hadoop Distributed File System, Hadoop Processing: 
MapReduce Framework, Different Hadoop Distributions. Pig: Introduction to PIG, Execution 
Modes of Pig, Comparison of Pig with Databases, Grunt, Pig Latin, User Defined Functions, Data 
Processing operators. 
HDFS (Hadoop Distributed File System): The Design of HDFS, HDFS Concepts, Command Line 
Interface, Hadoop file system interfaces, Data flow, Data Ingest with Flume and Scoop and Hadoop 
archives, Hadoop I/O: Compression, Serialization, Avro and File-Based Data structures.  
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Textbooks: 
1. Judith S. Hurwitz, Alan F. Nugent, Fern Halper, Marcia A. Kaufman, “Big Data For Dummies”, 

John Wiley & Sons, Inc.(2013)  
2. Robert D. Schneider, “Hadoop For Dummies”, John Wiley & Sons, Inc. (2012).  
3. Tom White “Hadoop: The Definitive Guide” Third Edit on, O’reily Media, 2012.  
4. Seema Acharya, Subhasini Chellappan, "Big Data Analytics" Wiley 2015.  

 
Reference Books: 

1. Paul Zikopoulos, “Understanding Big Data: Analytics for Enterprise Class Hadoop and 
Streaming Data”, McGraw Hill (2012). 

2. Nathan Marz, James Warren, “Big Data: Principles and best practices of scalable realtime 
data systems”, Manning Publications (2015) 

3. Holden Karau, Andy Konwinski, Patrick Wendell, Matei Zaharia, “Learning Spark: Lightning-
Fast Big Data Analysis”, O. Reilly Media, Inc. (2015). 
 

 

 
 
  



 

 GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY, 
EAST DELHI CAMPUS, 

SURAJMAL VIHAR-110092 

 

Approved by BoS of USAR : 1/08/22,                 Approved by AC sub-committee : 29/08/22 
Applicable from Batch Admitted in Academic Session 2021-22 Onwards                                  Page | 188 

Semester: 6th     
Paper code: IOT314P L T/P Credits 
Subject:  Big Data in IOT Lab 0 2 1 
Marking Scheme 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                             Maximum Marks: 60 
1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in 
the experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1 To analyse and implement different frame work tools by taking sample data sets. 

2 To illustrate and implement the concepts by taking an application problem. 

Course Outcomes: 

CO1 Analyse the Big Data using Map-reduce programming in Hadoop framework. 
CO2 Apply concepts of big data analytics to conduct experiments, as well as to analyze 

and interpret big data.  
Course Outcomes (CO) to Programme Outcomes (PO) Mapping           

(Scale 1: Low, 2: Medium, 3: High) 
CO/P
O 

PO0
1 

PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 2 2 2 2 1 1 1 2 1 1 1 2 
CO2 2 2 2 2 1 1 1 2 1 1 1 2 

 
LIST OF EXPERIMENTS:  
 

1. Install Apache Hadoop. 

2. Develop a map reduce program to calculate the frequency of a given word in a given file. 

3. Develop a map reduce program to find the maximum temperature in each year. 

4. Develop a map reduce program to find the grade of students. 

5. Develop a map reduce program to implement matrix multiplication. 

6. Develop a map reduce program to find the maximum electrical consumption in each year 

given electrical consumption for each month in each year. 
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7. Develop a map reduce program to analyze weather data set and print whether the day is 

shiny or cool day. 

8. Develop a map reduce program to find the tags associated with each movie by analyzing 

movie lens data. 

9. Develop a map reduce program to analyze Uber data set to find the days on which each 

basement has more trips using the following data set. The uber data set consists of four 

columns they are: 

Dispatching, base, no. date active, vehicle trips.  

10. Develop a map reduce program to analyze titanic dataset to find the average age of the 

people (both male and female) who died in the tragedy. How many people survived in each 

class. 

11. Develop a program to calculate the maximum recorded temperature year wise for the 

weather data set in Pig Latin. 

12. Write queries to sort and aggregate the data in a table using HiveQL. 
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Semester: 6th    
Paper code: IOT316T L T/P Credits 
Subject:  Introduction to Robotics 4 0 4 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  Ability of students to implement the mechanisms of robot along with its grippers. 
Furthermore to understand kinematics of robot using DH representation 

2.  Ability of students to utilize the differential motion and velocities of robot using jacobian. 
3.  Ability of students to use the dynamic analysis of forces using Lagrangian and Newtonian 

method. 
4.  Ability of students to implement the online and offline programming of robots. 

Course Outcomes: 

CO1 
Student will be able to implement the mechanisms of robot along with its grippers and 
understand kinematics of robot using DH representation 

CO2 Student will be able to utilize the differential motion and velocities of robot using jacobian. 

CO3 
Student will be able to use the dynamic analysis of forces using Lagrangian and Newtonian 
method. 

CO4 Student will be able to implement the online and offline programming of robots 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping          (Scale 1: Low, 2: Medium, 3: High) 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 3 2 2 3 3 2 1 - 1 3 1 2 
CO2 3 3 3 3 3 1 1 - 2 3 1 2 
CO3 3 3 3 3 3 1 1 - 3 3 2 3 
CO4 3 3 3 3 3 3 2 - 3 3 2 3 

 
 
 
 

INSTRUCTIONS TO PAPER SETTERS:                                                                               Maximum Marks: 75 
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Course Overview: 
This course provides an overview of robot mechanisms, dynamics, and intelligent controls. Topics 
include planar and spatial kinematics, and motion planning; mechanism design for manipulators and 
mobile robots, multi-rigid-body dynamics, 3D graphic simulation; control design, actuators, and 
sensors; wireless networking, task modeling, human-machine interface, and embedded software.  
 
Unit I                                                                                                                                          [10] 
Fundamentals of Robot Technology: Robot definition, automation and robotics, Robot anatomy, 
Brief History, Types of robots, Overview of robot subsystems, resolution, repeatability and accuracy, 
Degrees of freedom of robots, Robot configurations and concept of workspace, Mechanisms and 
transmission 
End effectors: Mechanical and other types of grippers, Tools as end effectors, Robot and effector 
interface, Gripper selection and design.   
Sensors and actuators used in robotics: Pneumatic, hydraulic and electrical actuators, applications 
of robots, specifications of different industrial robots 
 
Unit II                                                                                                                                        [10] 
Kinematics of Robots: Transformation Matrices, Inverse transformation matrices, Forward and 
Inverse kinematic equation for position and orientation, Denavit-Hartenberg representation of 
robot, inverse kinematic solution for articulated robot, Numericals. 
Differential Motions and velocities: Jacobian, Differential motions of a frame, Differential motion 
between frames, Calculation of the Jacobian, Inverse Jacobian, Numericals. 
 
Unit III                                                                                                                                       [10] 
Dynamic analysis of Force: Lagrangian and Newtonian mechanics, Dynamic equations form multiple 
–DOF Robots, Static force analysis of Robots, Transformation of forces and moments between 
coordinate frames, Numericals. 
Trajectory Planning: Basics of Trajectory planning, Joint space trajectory planning, Cartesian Space 
trajectories, Numericals. 
 
Unit IV                                                                                                                                       [10] 
Robot Programming languages & systems: Introduction, the three levels of robot programming, 
requirements of a robot programming language, problems peculiar to robot programming 
languages. 
Off-line programming systems: Introduction, central issues in on-line and offline programming, 
Programming examples. 
Application of robots: Typical applications of robots in material transfer, machine 
loading/unloading; processing operations; assembly and inspection. 
 
Text Books  

1. Saha, S. K. (2014). Introduction to robotics. Tata McGraw-Hill Education. 
2. Mittal, R. K., & Nagrath, I. J. (2003). Robotics and control. Tata McGraw-Hill. 
3. Fu, K. S., Gonzalez, R., & Lee, C. G. (1987). Robotics: Control Sensing. Vis. Tata McGraw-Hill 

Education.  
4. Niku, S. B. (2001). Introduction to robotics: analysis, systems, applications (Vol. 7). New Jersey: 

Prentice hall.  
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Reference Books  

1. Spong, M. W., & Vidyasagar, M. (2008). Robot dynamics and control. John Wiley & Sons. 
2. Choset, H., Lynch, K. M., Hutchinson, S., Kantor, G. A., & Burgard, W. (2005). Principles of robot 

motion: theory, algorithms, and implementations. MIT press. 
3. Bhaumik, A. (2018). From AI to robotics: mobile, social, and sentient robots. CRC Press.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 GURU GOBIND SINGH INDRAPRASTHA UNIVERSITY, 
EAST DELHI CAMPUS, 

SURAJMAL VIHAR-110092 

 

Approved by BoS of USAR : 1/08/22,                 Approved by AC sub-committee : 29/08/22 
Applicable from Batch Admitted in Academic Session 2021-22 Onwards                                  Page | 193 

 
 

Semester: 6th     
Paper code: IOT318T L T/P Credits 
Subject:  Green IoT and Sustainable Computing 4 0 4 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                         Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question 

should have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per 

the syllabus. Every unit should have two questions. However, students may be 
asked to attempt only 1 question from each unit. Each question should be 15 
marks. 

4. The questions are to be framed keeping in view the learning outcomes of 
course/paper. The standard/ level of the questions to be asked should be at the 
level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified 
if required. 

Course Objectives: 
1.  To understand the good practices of sustainability. 

  To design Green IT, sustainability solutions.  
2.  To recognize the impact of IoT on environment 
3.  To inculcate the ecological footprint of IT, and the issues of lifecycle, 

sustainability, life cycle assessment and code of conducts. 
Course Outcomes: 

CO1 Understand the good practices of sustainability. 
CO2 Design Green IT, sustainability solutions.  
CO3 Recognize the impact of IoT on environment 
CO4 Inculcate the ecological footprint of IT, and the issues of lifecycle, sustainability, 

life cycle assessment and code of conducts. 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping          (Scale 1: Low, 2: Medium, 3: High) 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO1

2 
CO1 3 1 - - - 1 1 - - 2 - - 
CO2 3 3 3 3 3 - - - - 2 - - 
CO3 3 3 3 2 2 - - - - 2 - - 

CO4 3 3 3 2 3 2 1 - - 2 - - 
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Course Overview: 

Green IoT and Sustainable Computing is a course that explores the intersection of Internet of 
Things (IoT) and sustainable practices. It focuses on designing and implementing energy-efficient 
IoT systems, minimizing environmental impact, and promoting sustainability in computing. 
Students will learn about green technologies, energy harvesting, renewable energy sources, and 
eco-friendly approaches to data storage and processing. The course also covers strategies for 
reducing e-waste and implementing sustainable computing practices in various industries. 
 
UNIT I: 
Green IoT, Green IoT based Technologies: Identification, sensing, communication technologies, 
computation, services, semantic, life cycle of Green IoT, Impact of IoT on Healthcare, Impact of IoT 
on environment monitoring: agriculture, smog control, waste management, smart water, Impact 
of IoT on suburban sector. Impact of IoT on People and Goods Transportation: smart parking, 
Smart Traffic Congestion Detection, Smart Logistics/Shipment, Recycling 
 
UNIT II:  IoT in Energy Sector: IoT and Energy Generation, Smart Metropolises, Smart Grid, Smart 
Buildings Structures, Difficulties of relation IoT: Energy Consumption in IoT, Synchronization of IoT 
with Subsystems, Client Privacy 
 
UNIT III: 
Challenges and Opportunities for Green IoT, Architecture of Green IoT, Green Infrastructure, 
Green Spectrum Management, Green Communication, Green Security and Servicing Provisioning, 
Future of G-IoT, Green Radio-Frequency, Green Data Centers, green RFID Tags, cloud based smart 
parking system, smart traffic signal 
 
UNIT IV: 
Green IT and sustainability, ecological footprint of IT, and the issues of lifecycle, sustainability, life 
cycle assessment and code of conducts; energy measurement and other useful metrics for Green 
IT, Usage of software tools and hardware to measure and estimate energy consumption; 
Sustainable software: Ecological design, applying good practices to write energy efficient 
software; energy footprint of data centers and cloud computing, standards and good practices for 
energy efficiency in servers 
 

Text Books: 

1. Green Internet of Things and Machine Learning, Roshani Raut, Sandeep Kautish, Zdzislaw 
Polkowski, Anil Kumar, Chuan-Ming Liu, John Wiley & Sons, 10-Jan-2022. 

2. Green Computing: Tools and Techniques for Saving Energy, Money, and Resources, Bud E. 
Smith, Auerbach Publications 

Reference Book: 
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1. Green Computing Approach Towards Sustainable Development, M Afshar, Sapna Jain, Hena 
Parveen, Dreamtech Press  
 

2. The Age of AI: And Our Human Future (B PB) Paperback – Import, 4 August 2022 by Daniel 
Huttenlocher, III Schmidt, Eric, Henry A Kissinger 
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Semester: 6th    
Paper code: IOT320T L T/P Credits 
Subject:  Optimization Algorithms and its Applications   3 0 3 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  To provide students with an understanding of optimization approaches and its types. 
2.  To enable students to develop proficiency in solving optimization problems using classical 

techniques. 
3.  To develop proficiency in solving optimization problems using meta-heuristics techniques. 
4.  To provide understanding of heuristic and hybrid optimization approaches and develop 

proficiency in solving optimization problems using heuristic and hybrid optimization 
techniques. 

Course Outcomes: 

CO1 
Students will be able to identify and comprehend the different optimization problems in 
real-world applications. 

CO2 Students will be able to comprehend, analyze and solve the classical optimization 
problems including linear, quadratic, and integer programming problems.  

CO3 
Students will be able to apply and analyze the performance of meta-heuristics 
optimization techniques to solve different optimization problems 

CO4 
Students will be able to apply heuristics and hybrid optimization techniques to solve 
different optimization problems and analyze their performance for different problems. 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping          (Scale 1: Low, 2: Medium, 3: High) 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 3 3 2 3 1 1    1  1 
CO2 3 3 3 3 2 1    1  1 
CO3 3 3 3 3 3 2 1   1  1 
CO4 3 3 3 3 3 2 1 3  1  1 

 
 

INSTRUCTIONS TO PAPER SETTERS:                                                 Maximum Marks: 75 
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Course Overview: 
The course covers developments of advanced optimization models and solution methods for 
technical and economical planning problems. The basis in the course is the optimization process, 
from a real planning problem to interpretation of the solutions of the underlying optimization 
problem. In the modeling part we focus on problems with discrete elements, but also knowledge 
about important classes of optimization problems and their properties will be highlighted  
 
Unit I                                                                                                                                       [10] 
Introduction to Optimization Approaches and Types: Introduction to optimization problems and 
their significance, Types of optimization problems: continuous, discrete, and combinatorial, 
Objective functions and constraints, Classification of optimization approaches, Overview of 
mathematical programming, heuristic, and meta-heuristic techniques 
 
Unit II                                                                                                                                          [8] 
Classical Approaches in Optimization: Unconstrained optimization: methods of steepest descent 
and Newton's method, Constrained optimization: Lagrange multipliers and KKT conditions, Linear 
programming: formulation, simplex method, and duality, Integer programming: branch and bound, 
cutting plane, and branch and cut algorithms 
 
Unit III                                                                                                                               [12] 
Meta-Heuristic Approaches: Overview of meta-heuristic optimization, Genetic algorithms: 
representation, selection, crossover, and mutation operators, Particle swarm optimization: 
movement rules and parameter settings, Simulated annealing: cooling schedules and neighborhood 
search, Ant colony optimization: pheromone trails and decision-making, Tabu search: tabu list and 
aspiration criteria 
 
Unit IV                                                                                                                                         [10] 
Heuristics and Hybrid Approaches: Greedy algorithms and local search, Simplicial decomposition 
and cutting plane methods, Hybrid algorithms: combining meta-heuristics with classical approaches, 
Nature-inspired optimization: swarm intelligence, artificial bee colony, and harmony search 
 
Text Books  

1. Edwin K.P. Chong and Stanislaw H. Zak, Introduction to Optimization, Wiley  
2. Xinyu Ye and Ding-Zhu Du, Optimization Methods and Applications 
3. Xinjie Yu, Introduction to Evolutionary Algorithms 
4. Fred Glover and Gary A. Kochenberger, Handbook of Metaheuristics 
 

Reference Books  
1. David G. Luenberger and Yinyu Ye, Linear and Nonlinear Programming 
2. Mokhtar S. Bazaraa, Hanif D. Sherali, and C. M. Shetty, Nonlinear Programming: Theory and 

Algorithms Jorge Nocedal and Stephen J. Wright, Numerical Optimization  
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Semester: 6th    
Paper code: IOT 322T L T/P Credits 
Subject:   Cryptography and Network Security 4 0 4 
Marking Scheme  

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                                                       Maximum Marks: 75 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  To understand the fundamentals of cryptography 

2.  To acquire knowledge on standard algorithms used to provide confidentiality. Integrity and 
authenticity 

3.  To analyze concepts, issues, principles of security related properties and validate using 
model checking 

4.  To apply knowledge of a range of computer security technologies as well as Design 
techniques to achieve differential privacy for linear queries 

Course Outcomes: 
CO1  Understand the knowledge about security services, data privacy and mechanisms. 
CO2 Analyse about Symmetrical and Asymmetrical cryptography. 

CO3 Analyse and Understand about the concept of Data integrity, Authentication, Digital 
Signatures. 

CO4 
Investigate Various network security applications and Design mechanisms for query release 
problem using online learning algorithms. 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping          (Scale 1: Low, 2: Medium, 3: High) 

CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 3 1 - - - 1 1 - - 2 - - 
CO2 3 3 3 3 3 - - - - 2 - - 
CO3 3 3 3 2 2 - - - - 2 - - 
CO4 3 3 3 2 3 2 1 - - 2 - - 
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Course Overview: 
Cryptography and Network Security is a comprehensive course covering the fundamentals of 
secure communication and information protection in computer networks. Students will explore 
encryption techniques, cryptographic algorithms, and protocols used to ensure confidentiality, 
integrity, and authentication. The course also delves into network security concepts such as 
firewalls, intrusion detection systems, and secure network design. Practical applications and case 
studies are included to enhance understanding of securing data transmission, securing network 
infrastructure, and addressing emerging security challenges. 
 
UNIT - I                                                                                                                                [12] 
Security Concepts: Introduction, The need for security and Data Privacy, Security approaches, 
Principles of security, Types of Security attacks, Security services and mechanisms, A model for 
Network Security, Social Aspects of Privacy, Legal Aspects of Privacy and Privacy Regulations, 
Database Security, Statistical Database security, Inference Control, Hippocratic databases. 
Cryptography Concepts and Techniques: Introduction, plain text and cipher text, substitution 
techniques, transposition techniques, encryption and decryption, symmetric and asymmetric key 
cryptography, steganography, key range and key size, possible types of attacks.  
 
UNIT - II                                                                                                                     [8] 
Symmetric key Ciphers: Block Cipher principles, DES, AES, RC5, IDEA, Block cipher operation, 
Stream ciphers, RC4.  
Asymmetric key Ciphers: Principles of public key cryptosystems, RSA algorithm, Elgamal 
Cryptography, Diffie-Hellman Key Exchange.  
  
UNIT-III                                                                                                                              [10] 
Cryptographic Hash Functions: Message Authentication, Secure Hash Algorithm (SHA-512), 
Message authentication codes: Authentication requirements, HMAC, CMAC, Digital signatures, 
Elgamal Digital Signature Scheme.  
Key Management and Distribution: Symmetric Key Distribution Using Symmetric & Asymmetric 
Encryption, Distribution of Public Keys, Kerberos, X.509 Authentication Service, Public – Key 
Infrastructure 
 
UNIT-IV                                                                                                                                                   [12] 
Anonymization: Linkage and re-identification attacks, k-anonymity, I-diversity, t-closeness, 
implementing anonymization, Anonymizing complex data, Privacy and anonymity in mobile 
environments, Database as a service, Privacy in Cloud infrastructure 
Differential Privacy (DP): Formalism and interpretation of DP, Fundamental DP mechanisms and 
properties, Interactive and non-interactive DP, DP for complex data Local Differential Privacy (LDP) 
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TEXT BOOKS 
1. Cryptography and Network Security - Principles and Practice: William Stallings, Pearson 

Education, 6th Edition  
2. Cryptography and Network Security: Atul Kahate, Mc Graw Hill, 3rd Edition 
3. C. Dwork and A. Roth, The Algorithmic Foundations of Differential Privacy, now Publishers, 

2014.  
 

REFERENCE BOOKS:  

1. Cryptography and Network Security: C K Shyamala, N Harini, Dr T R Padmanabhan, Wiley 
India, 1st Edition.  

2. Cryptography and Network Security: Forouzan Mukhopadhyay, Mc Graw Hill, 3rd Edition  
3. Information Security, Principles, and Practice: Mark Stamp, Wiley India.  
4. Charu C. Aggarwal, Privacy-Preserving Data Mining: Models and Algorithms, 1st Edition, 

Springer, 2008. 
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Semester: 6th     
Paper code: IOT324T L T/P Credits 
Subject:   Process Automation 3 0 3 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                                 Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  To understand the Fundamental and basic principles of Robotics Process Automation, 
Applications in various Industries. 

2.  To install the UiPath Studio and understand difference between different versions 
3.  To use different activities while using excel sheet and automate email related activities. 
4.  To understand benefits of given industrial automation systems, describe their functions 

and compare characteristics of given automation systems.  
Course Outcomes: 
CO1 Able to Map and assess some of the business processes that are fit for automation.  

CO2 Able to connect to UiPath Automation Cloud, download the installer, and set up their own 
attended automation environment and Build an automation using StudioX. 

CO3 Able to effectively automate tasks involving use of Excel files, adapt the automation 
project to dynamic Excel ranges. 

CO4 Able to apply and map real-time application of industrial automation 
Course Outcomes (CO) to Programme Outcomes (PO) Mapping                         

(Scale 1: Low, 2: Medium, 3: High) 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 3 3 3 3 3 1 - - - - - - 
CO2 3 3 3 3 3 1 - - - - - - 
CO3 3 3 3 3 3 1 - - - - - - 
CO4 3 3 3 3 3 2 - - - - - 1 

 
Course Overview: Process and Industrial Automation specialization offers comprehensive 
knowledge and professional-level skills focused on developing and deploying software robots. It 
starts with the basic concepts of Robotic Process Automation. In the present global scenario, 
industries are moving towards complete automation. Hence, this course is foundation of engineers 
who want to specialize in industrial and process automation field. 
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UNIT I:                        [8] 
Introduction to process automation: Definition of automation, Socio economic impacts of 
automation, Types of Automation, Introduction to Robot Process Automation, How is Automation 
Driving the Digital Transformation? Role of Automation in Business; Build first automation process 
with UiPath StudioX. 
 
UNIT-II:                     [12] 
Automation using StudioX: computational concepts when building an automation project, 
Identify the tasks that are suitable for automation, break-down a task and document it in a Robot-
Path. Introduction to file and folder automation,  
Introduction to UI Automation: Introduction to UI automation, recording UI interactions, using 
the Object Repository, UI automation activities, extracting data from an application, using of 
different control flow activities and its use. 
 
Unit III:                      [10] 
Error Handling: Use StudioX tools to validate and analyze automation projects for handling and 
troubleshooting errors, build automations using best practices that increase reusability and 
readability. 
Email Automation: Use actions and resources related to email automation, create automation 
projects using StudioX email specific activities, create email content using both text and HTML 
options. 
Excel Automation: Automate tasks involving use of Excel files such as usage of cell activities, range 
activities, pivot activities, chart activities and workbook activities. 
 
Unit IV:                                [10] 
Introduction to Industrial Automation: Need and benefits of Industrial Automation, Automation 
Hierarchy, Basic components of Automation systems, description of each component, types of 
automation systems-flexible, fixed and programmable systems 
The Future Automated Factory: Future Automated Factory, Human Workers in the Future 
Automated Factory, The social impact. 
 
Text Books: 

1. “Robotic Process Automation using UiPath StudioX: A Citizen Developer’s Guide to 
Hyperautomation” Javed, A., Sundrani, A., Malik, N. and Madison, S. (2021), Apress 
Publishing Limited 

2. “Robotic Process Automation Projects: Build real-world RPA solutions using UiPath and 
Automation Anywhere” Mullakara, N. and Asokan, A.K. (2020), Packt Publishing Limited 

3. “Industrial Automation and Process Control”, Stenerson, J. (2002) PHI Learning, New Delhi 
Reference Books:  

1. “The Robotic Process Automation Handbook: A Guide to Implementing RPA Systems”, 
Taulli, T. (2020), Apress Publishing Limited 

2. https://academy.uipath.com/learning-plans/rpa-citizen-developer-foundation 
3. Gopal, M. (1993). Modern control system theory. New Age International.                                       

  

https://academy.uipath.com/learning-plans/rpa-citizen-developer-foundation
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Semester: 6th     
Paper code: IOT324P L T/P Credits 
Subject:  Process Automation Lab 0 2 1 

 
Marking Scheme 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                             Maximum Marks: 60 
1. This is the practical component of the corresponding theory paper. 
2. The practical list shall be notified by the teacher in the first week of the class 

commencement under the intimation to the office of the HOD/ Institution in which they 
appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned in 
the experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  Gain a comprehensive understanding of the fundamentals and principles of Robotic 
Process Automation (RPA) using UiPath. 

2.  Acquire hands-on experience in designing, developing, and deploying RPA solutions using 
UiPath Studio. 

Course Outcomes: 

CO1 Develop the ability to identify and assess automation opportunities within business 
processes and effectively apply UiPath tools and techniques to automate them. 

CO2 Demonstrate proficiency in designing, implementing, and maintaining automated 
workflows using UiPath, resulting in increased operational efficiency, reduced errors, and 
enhanced productivity in real-world scenarios. 

 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 3 2 2 2 3 2 - 1 - - 1 - 
CO2 3 2 2 2 3 3 1 1 1 1 1 - 

 

LIST OF EXPERIMENTS 

1. Introduction to Robot Process Automation (RPA) and UiPath: 
• Understanding the concept of RPA and its applications. 
• Implementing RPA using UiPath: Installation and exploring the user interface components. 

2. UiPath Studio Essentials: 
• Mastering keyboard shortcuts in UiPath Studio. 
• Customizing keyboard shortcuts for efficient workflow. 

3. Automation Projects in UiPath: 
• Working with automation projects in UiPath. 
• Debugging and troubleshooting techniques for automation projects. 
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4. Visual Workflow Design: 

• Designing visual workflows for automation. 
• Creating intuitive and easy-to-understand automation processes. 

5. Error Handling in UiPath: 
• Implementing error handling mechanisms in UiPath. 
• Handling exceptions and managing error scenarios effectively. 

6. Email Automation: 
• Automating email-related tasks using UiPath. 
• Sending, receiving, and processing emails automatically. 

7. PDF Automation: 
• Automating PDF-related tasks with UiPath. 
• Extracting data, filling forms, and manipulating PDF documents. 

8. Excel Automation: 
• Automating Excel tasks using UiPath. 
• Data extraction, manipulation, and reporting in Excel. 

9. Gmail Automation: 
• Automating Gmail tasks using UiPath. 
• Managing emails, attachments, and labels in Gmail automatically. 

10. Real-Time Project Automation: 
• Applying UiPath skills to automate a real-time project. 
• Designing and implementing a complete automation solution using UiPath. 
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Semester: 6th     
Paper code: IOT326T L T/P Credits 
Subject:  Social Network Analytics 3 0 3 
Marking Scheme 

Teachers Continuous Evaluation: 25 Marks 
End term Theory Examination: 75 Marks 
INSTRUCTIONS TO PAPER SETTERS:                                                                                Maximum Marks: 75 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should have 

objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. The 
standard/ level of the questions to be asked should be at the level of the prescribed textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if required. 
Course Objectives: 

1.  To Understand the components and entities of the social network 
2.  To analyze social media data to comprehend user sentiments and recommend the 

essential information appropriately. 
3.  Model and visualize the social network 
4.  Detect and analyze the communities in social networks 

Course Outcomes: 

CO1 Understand the key concepts and theories of social network analysis. 

CO2 
Analyze social network data: Students should be able to collect, preprocess, and analyze 
social network data using various tools and software packages, such as Gephi, NetworkX, 
and R 

CO3 Design a system to assimilate information available on the web to model and build Social 
Network Application 

CO4 Apply social network analysis to real-world problems in various fields and develop 
strategies and recommendations based on their findings. 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping          (Scale 1: Low, 2: Medium, 3: High) 
CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 2 1 2 - - 1 - - - - 1 - 
CO2 2 1 2 1 3 1 - 1 1 1 1 1 

CO3 2 1 2 1 - 1 - 1 - 1 1 - 

CO4 2 1 2 1 2 2 1 1 1 1 1 1 
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Course Overview: 
This course explores the use of social network analysis to understand the growing connectivity and 
complexity in the world around us on different scales-ranging from small groups to the World Wide 
Web. It examines how we create social, economic, and technological networks, and how these 
networks enable and constrain our attitudes and behavior. The course will discuss how social 
network concepts, theories, and visual-analytic methods are being used to map, measure, 
understand, and design a wide range of phenomena such as social networking sites, recommender 
systems, trust and reputation systems, search engines. 
 
UNIT-I                                                                                                                                                        [10] 
Fundamentals of Social Network Analysis: Social Network Perspective, Fundamentals concepts in 
Network Analysis: Sociogram, Sociometry. Social Network Data: Types of Networks: One-Mode, 
Two-Mode, Affiliation, Ego-centered and Special Dyadic Networks, Network Data, Measurement 
and Collection, Notations for Social Network Data: Graphs, Directed, Singed, Valued graphs, 
Multigraph, Relations and Matrices. 
 
UNIT-II                                                                                                                                                       [10] 
Centrality and Prestige: Prominence: Actor-Centrality, Prestige, Group-Centrality, Prestige, Non 
directional Relations-Degree, Closeness, Betweenness, Eigen Vector Centrality, Directional 
Relations-Centrality, Prestige. 
Structural Balance and Transitivity: Structural Balance: Signed Non directional, Signed Directional 
Relations, Checking for Balance, Index for Balance, Clusterability-Theorems, Clustering Coefficient 
and Transitivity. 
 
UNIT-III                                                                                                                                      [10] 
Cohesive Subgroups: Social Group and Subgroup-Notation, Subgroups Based on Complete 
Mutuality: Clique, Reachability and Diameter: n-cliques, n-clans and n-clubs, Subgroups Based on 
Nodal Degree: k-plexes, k-cores, Measures of Subgroup Cohesion, Community detection using 
Subgroups and Betweenness. 
Roles and Positions: Structural Equivalence: Definition, Social Roles and, Positional Analysis, 
Measuring Structural Equivalence, Representation of Network Positions, Block Models-
Introduction, Network Positions and roles-Introduction 
 
UNIT-IV                                                                                                                                      [10] 
Dyadic and Triadic Methods: Dyads: Definitions, Dyad Census, Index, Simple Distributions, Triads: 
Random Models and Substantive Hypotheses, Triad Census, Distribution of a Triad Census- Mean 
and Variance, Testing Structural Hypotheses. 
Models in Social Network: Small world network- Watt Strogatz networks - statistical models for 
social networks - network evaluation model - Preferential attachment - power law - Random Model 
: Erdos -Renyi model - Barabasi Albert model - Epidemic model - Case study: Text and opinion 
Analysis 
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Textbooks: 

1. Wasserman Stanley, and Katherine Faust, Social Network Analysis: Methods and 
Applications, Structural Analysis in the Social Sciences. Cambridge University Press, 2012 
Online Edition. 

2. Albert-László Barabási, Network Science, Cambridge University Press, 1st edition, 2016. 
 

Reference Books: 

1. John Scott, "Social Network Analysis", Sage Publications Ltd., Fourth Edition, 2017. 

2. David Knoke & Song Yang, "Social Network Analysis", Sage Publishing, Third Edition, 2020  
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Semester: 6th     
Paper code: IOT326P L T/P Credits 
Subject:  Social Network Analytics Lab 0 2 1 
Marking Scheme 

1. Teachers Continuous Evaluation: 40 Marks 
2. End term Examination: 60 Marks 

 INSTRUCTIONS TO PAPER SETTERS:                                             Maximum Marks: 60 
 1. This is the practical component of the corresponding theory paper. 

2. The practical list shall be notified by the teacher in the first week of the class 
commencement under the intimation to the office of the HOD/ Institution in which 
they appear is being offered from the list of practicals below.  

3. Instructors can add any other additional experiments over and above the mentioned 
in the experiment list which they think is important. 

4. At least 8 experiments must be performed by the students. 
Course Objectives: 

1.  Understand the components of the social network 
2.  Analyze social media data to understand user sentiment and recommend the requisite 

information accordingly 
3.  Model and visualize the social network 

4.  Apply algorithms to solve research problems on social network and analyze the 
communities in social networks. 

Course Outcomes: 

CO1 Develop social network applications using visualization tools. 

CO2 Design a system to harvest information available on the web to model and build Social 
Network Application 
 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping          (Scale 1: Low, 2: Medium, 3: High) 
CO/
PO 

PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO1
2 

CO1 2 2 2 2 3 1 - 1 - 1 1 - 
CO2 2 2 2 2 3 2 1 1 1 1 1 - 

 

LIST OF EXPERIMENTS 

1. Study and demonstrate to find the basic properties of a Graph/Social Network.  

2. Demonstrate the calculation of Centrality measures.  

3. Demonstrate the ranking of web pages in a web graph.  

4. Find divisions in a Social Network.  

5. Implement Community Detection algorithms on a Social Network.  

6. Demonstrate modelling of Social Networks.  
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7. Visualize multidimensional Social Network.  

8. Applications of Classification and Clustering on a Social Network.  

9. Design and implement a Sentiment Analyzer.  

10. Design and implement a Social Network. 
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Semester: 6th     
Paper code: IOT328T L T/P Credits 
Subject:   Cyber Physical Systems and Industry 4.0 4 0 4 
Marking Scheme: 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

Instructions for paper setters:                                                                          Maximum Marks: 75 

1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should 

have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the 

syllabus. Every unit should have two questions. However, students may be asked to 
attempt only 1 question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of course/paper. 
The standard/ level of the questions to be asked should be at the level of the prescribed 
textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1.  To understand the need for  Cyber Physical Systems (CPS) and foundations and 

components of CPS 
2.  To analyze the role of Data Analytics in CPS 
3.  To understand architecture and functioning of CPS 
4.  To understand the different case studies of CPS and use experiential learning to create 

digital twins. 
Course Outcomes: 

CO1 Explain the components of Cyber Physical Systems (CPS) and Industry 4.0. 
CO2 Apply the trends and best practices for developing and deploying industry 4.0 

solutions.  
CO3 Analyze the integration of AI, ML and IOT to CPS. 
CO4 Design and develop a digital twin. 

 
 
 
 
 

CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 

CO1 3 1 - - - 1 1 - - 2 - - 

CO2 3 3 3 3 3 - - - - 2 - - 

CO3 3 3 3 2 2 - - - - 2 - - 

CO4 3 3 3 2 3 2 1 - - 2 - - 
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Course Overview:  
The course Cyber Physical Systems and Industry 4.0 is all about the integration of cyber-physical 
systems in and outside of organization. This course covers the foundations and characteristics of 
CPS with respect to fourth industrial revolution. CPS adoption by industries has also been covered 
in the course. Description of Digital Twin as digital representation of the physical object has also 
been given followed by various case studies such as Smart Manufacturing, Agriculture, Healthcare 
etc.  
 
Unit I                                [8] 
Review: Internet of Things: Applications, Vulnerabilities and Need for Cyber Resilience,  
Fourth Industrial Revolution, Foundations of Cyber Physical Systems (CPS), Elements of Industry 
4.0 Solution, Data Analytics and its Application in CPS. 
 
Unit II                             [10] 
Mapping of Operational and Business Goal with Industry 4.0, Challenges of Industrial CPS, Handling 
and Analyzing IoT Data-ML, AI, AR/VR, Architecture of Industrial CPS, Schematic Functioning of 
Industrial CPS, Complimenting Concepts & Technologies to Industrial CPS. Industrial CPS as Socio-
Technical System. 
Unit III                                           [10] 
Cyber physical System Adoption and Application, Value Creation based on Industrial CPS, 
Organization Integration and Strategic Alliances based on Industrial CPS. Case Studies: Moving 
from individual process to operation and supply chain management, Secure Data Aggregation 
Using Cyber Physical Systems for Environment Monitoring. 
Unit IV                                               [10] 
Manufacturing and CPS: Digital Connectivity and Sensors, Digital Engineering and Digital 
Operation, Digital Twins: Product, Manufacturing and Performance Twins, Developing a Digital 
Twin, Case Studies: Energy Management in Smart Grid, Medical Cyber Physical System Security, 
Agriculture and CPS, Smart Manufacturing. 
 
Textbook: 
1. D. Goyal, S. Balamurugan, K. Senthilnathan, I. Annapoorani, M. Israr, “Cyber-Physical Systems 
and Industry 4.0: Practical Applications and Security Management”, Feb 2022, CRC Press 

 
Reference Papers: 
1. https://blog.isa.org/cyber-physical-systems-the-core-of-industry-4.0 
2. https://www.rinf.tech/digital-twin-development-why-when-and-how/ 
 
  

https://blog.isa.org/cyber-physical-systems-the-core-of-industry-4.0
https://www.rinf.tech/digital-twin-development-why-when-and-how/
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Semester: 6th     
Paper code: IOT330T L T/P Credits 
Subject:  Blockchain Technology 4 0 4 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                           Maximum Marks: 75 
1. There should be 9 questions in the end term examination question paper. 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should 

have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the syllabus. 

Every unit should have two questions. However, students may be asked to attempt only 1 
question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the course/paper. 
The standard/ level of the questions to be asked should be at the level of the prescribed 
textbooks. 

5. Instructors can add any other additional experiments over and above the mentioned in the 
experiment list which they think is important. 

6. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1.  To articulate the fundamentals of blockchain and able to explain cryptographic concepts 

underlying blockchain technology. 
2.  To make use of wallet transactions, crypto tokens, analyse the block details and 

Ethereum blockchain transactions. 
3.  To study smart contracts and to examine various types of Blockchain networks and 

consensus algorithms. 
4.  To study and implement solidity. 

Course Outcomes: 

CO1 To study the concept of money, fundamentals of blockchain and to explain 
cryptographic concepts underlying blockchain technology. 

CO2 To learn and apply the central concept of the blockchain ecosystem and PoW, and to 
study the advanced concepts of Ethereum 

CO3 To study Remix, how to design and build smart contracts and examine various types of 
Blockchain networks and consensus algorithms 

CO4 To learn and apply the concept of Solidity (language used in Ethereum) 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping                                                      
 (Scale 1: Low, 2: Medium, 3: High) 

CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 
CO1 3 1 - - - 1 1 - - 2 - - 
CO2 3 3 3 3 3 - - - - 2 - - 
CO3 3 3 3 2 2 - - - - 2 - - 
CO4 3 3 3 2 3 2 1 - - 2 - - 
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Course Overview:  
The widespread popularity of digital cryptocurrencies has led the foundation of Blockchain, which 
is fundamentally a public digital ledger to share information in a trustworthy and secure way. This 
course includes the fundamental design and architectural primitives of Blockchain, consensus 
protocols, types of the Blockchain system and the security aspects, methods to deploy smart 
contracts on different platforms, along with various use cases from different application domains 
in real life. 
 
UNIT I                 [11] 
Background leading blockchain, Shortcoming of current transaction system, The emergence of 
Blockchain, Bitcoin blockchain, Blockchain Architecture, Conceptualization, Blockchain 
components, Cryptocurrencies, Characteristics of cryptocurrencies, Alt coins, Crypto wallets, 
Creation of Blocks, Wallet Transactions, Transaction details in a Block, Merkle Tree, Hash functions, 
pseudo random numbers, public key cryptosystem, Generation of keys, Digital signatures. 
 
UNIT II                                    [10] 
Blockchain types-Public Blockchain, Private Blockchain, Federated Blockchain, Ethereum 
blockchain, Go Ethereum, Gas, Gas price, Gas Limit, ETH, MetaMask, Public Test Networks, set up 
a Ethereum node using Geth, Mining in Blockchain, Double spending, Consensus algorithms: Proof 
of Work, Proof of Stake, Attacks on Bitcoin (Sybil Attacks, 51% Attack, etc.), Byzantine fault, Node 
failure.        
 
Unit III                  [10] 
Byzantine General Problem, BFT (Byzantine fault tolerance), PBFT (Practical Byzantine fault 
tolerance), Delegated Proof of Stack, Paxos Consensus algorithm, Raft Algorithm, Solo Miner, Pool 
Miners, Deployment of Smart contracts in Blockchain, Remix, Compilation of smart contracts, 
Deployment environments, JavaScript Environment    
 
UNIT IV                                                [10] 
Solidity: Data types in solidity, Operators, State variables, Global Variables, Local variables. 
Solidity arrays, Solidity functions, Structs in solidity, Inheritance, Special variables, Solidity 
mapping, Function overloading, Personal Blockchain network, Ganache, Contract deployment to 
Ganache network, Modifiers in solidity, Events, Emerging applications of Blockchain.   
  
Text Book:  
1. Bettina Warburg, Bill Wanger and Tom Serres, Basics of Blockchain (1 ed.), Independently 
published, 2019. ISBN 978-1089919445. 
2.  Holbrook and Joseph, Architecting enterprise blockchain solutions (1 ed.), John Wiley & Sons, 
2020. ISBN 978- 00000000. 
3. Arvind Narayanan, Joseph Bonneau, Edward Felten, Andrew Miller, and Steven Goldfeder. 
Bitcoin and cryptocurrency technologies: a comprehensive introduction. Princeton University 
Press, 2016.  
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Reference Book:  
1. Bashir and Imran, Mastering blockchain: “Distributed ledger technology, decentralization, and 
smart contracts explained (1 ed.), Packt Publishing 
Ltd, 2018. ISBN 978- 11111111. 
2. Andreas M. Antonopoulos. 2017. Mastering Bitcoin: Unlocking Digital Crypto-Currencies (2nd. 
ed.). O'Reilly Media, Inc. 
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Semester: 6th     
Paper code: IOT332T L T/P Credits 
Subject:  Virtual and Augmented Reality  4 0 4 
Marking Scheme 

1. Teachers Continuous Evaluation: 25 Marks 
2. End term Theory Examination: 75 Marks 

INSTRUCTIONS TO PAPER SETTERS:                                           Maximum Marks: 60 
1. There should be 9 questions in the end term examination question paper 
2. Question No. 1 should be compulsory and cover the entire syllabus. This question should 

have objective or short answer type questions. It should be of 15 marks. 
3. Apart from Question No. 1, the rest of the paper shall consist of four units as per the 

syllabus. Every unit should have two questions. However, students may be asked to 
attempt only 1 question from each unit. Each question should be 15 marks. 

4. The questions are to be framed keeping in view the learning outcomes of the course/paper. 
The standard/ level of the questions to be asked should be at the level of the prescribed 
textbooks. 

5. The requirement of (scientific) calculators/ log-tables/ data-tables may be specified if 
required. 

Course Objectives: 
1.  Understand how the design of VR technology relates to human perception and cognition 
2.  Discuss applications of VR to the conduct of scientific research, training, and industrial design 
3.  Learn the fundamental aspects of designing and implementing rigorous empirical experiments 

using VR.   
4.  Learn about multimodal virtual displays for conveying and presenting information and 

techniques for evaluating good and bad virtual interfaces. 
Course Outcomes: 

CO1 Understanding the fundamental concepts and technologies of AR and VR. 

CO2 Designing and developing AR and VR applications using appropriate software and 
hardware. 

CO3 Analyzing and evaluating the usability and effectiveness of AR and VR applications. 

CO4 Applying AR and VR to solve real-world problems in different fields such as education, 
healthcare, entertainment, and training. 

Course Outcomes (CO) to Programme Outcomes (PO) Mapping                             
                                             (Scale 1: Low, 2: Medium, 3: High) 

CO/PO PO01 PO02 PO03 PO04 PO05 PO06 PO07 PO08 PO09 PO10 PO11 PO12 
CO1 2 1 2 - - 1 - - -    
CO2 2 1 2 1 3 1 - 1 1    
CO3 2 1 2 1 - 1 - 1 -    
CO4 2 1 2 1 2 2 1 1 1    
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Course Overview: 

The aim of the course is to provide students with the necessary skills and knowledge to 
understand, design, develop, and apply AR and VR technologies in various fields. This Course aims 
to introduce students to the fundamental concepts and technologies of AR and VR, including the 
hardware and software used to create and experience these immersive environments. 
 
UNIT I  
Introduction of Virtual Reality: Fundamental Concept and Components of Virtual Reality - Primary 
Features and Present Development on Virtual Reality - Multiple Models of Input and Output 
Interface in Virtual Reality: Input - Tracker - Sensor - Digital Glove - Movement Capture - Video-
based Input - 3D Menus & 3DScanner – Output - Visual /Auditory / Haptic Devices.  
 
UNIT II  
Visual Computation in Virtual Reality: Fundamentals of Computer Graphics - Software and 
Hardware Technology on Stereoscopic Display - Advanced Techniques in CG: Management of 
Large-Scale Environments & Real Time Rendering. 
 
UNIT III  
Interactive Techniques in Virtual Reality: Body Track - Hand Gesture - 3D Manus - Object Grasp. 
Development Tools and Frameworks in Virtual Reality: Frameworks of Software Development 
Tools in VR. X3D Standard; Vega - MultiGen - Virtools.  
Application of VR in Digital Entertainment: VR Technology in Film & TV Production - VR 
Technology in Physical Exercises and Games - Demonstration of Digital Entertainment by VR.  
 
UNIT IV  
Augmented and Mixed Reality: Taxonomy - technology and features of augmented reality - 
difference between AR and VR - Challenges with AR - AR systems and functionality - Augmented 
reality methods - visualization techniques for augmented reality - wireless displays in educational 
augmented reality applications - mobile projection interfaces - marker-less tracking for augmented 
reality - enhancing interactivity in AR environments - evaluating AR systems.  
 
Text Books  

1. Burdea, G. C., P. Coffet., “Virtual Reality Technology”, Second Edition, Wiley-IEEE Press, 
2003/2006.  

2. Alan B. Craig, “Understanding Augmented Reality, Concepts and Applications”, Morgan 
Kaufmann, 2013.  

Reference Books  
1.  Alan Craig, William Sherman, Jeffrey Will, “Developing Virtual Reality Applications, 

Foundations of Effective Design”, Morgan Kaufmann, 2009. 


